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Abstract. The well-known Prager-Synge identity is valid in H1(Ω) and serves as a foun-5

dation for developing equilibrated a posteriori error estimators for continuous elements. In6

this paper, we introduce a new identity, that may be regarded as a generalization of the7

Prager-Synge identity, to be valid for piecewise H1(Ω) functions for diffusion problems.8

For nonconforming finite element approximation of arbitrary odd order, we improve the9

current methods by proposing a fully explicit approach that recovers an equilibrated flux in10

H(div; Ω) through a local element-wise scheme. The local efficiency for the recovered flux is11

robust with respect to the diffusion coefficient jump regardless of its distribution.12

For discontinuous elements, we note that the typical approach of recovering a H1 function13

for the nonconforming error can be proved robust only under some restrictive assumptions.14

To promote the unconditional robustness of the error estimator with respect to the diffusion15

coefficient jump, we propose to recover a gradient in H(curl; Ω) space through a simple explicit16

averaging technique over facets. Our resulting error estimator is proved to be globally reliable17

and locally efficient regardless of the coefficient distribution. Nevertheless, the reliability18

constant is no longer to be 1.19

1 Introduction20

Equilibrated a posteriori error estimators have attracted much interest recently due to the guar-21

anteed reliability bound with the reliability constant being one. This property implies that they22

are perfect for discretization error control on both coarse and fine meshes. Error control on coarse23

meshes is important but difficult for computationally challenging problems.24

For the conforming finite element approximation, a mathematical foundation of equilibrated25

estimators is the Prager-Synge identity [35] that is valid in H1(Ω) (see Section 3). Based on26

this identity, various equilibrated estimators have been studied recently by many researchers27

(see, e.g., [32, 24, 34, 22, 23, 7, 3, 37, 11, 13, 14, 38, 19, 15, 26]). The key ingredient of the28

equilibrated estimators for the continuous elements is local recovery of an equilibrated (locally29

conservative) flux in the H(div; Ω) space through the numerical flux. By using a partition of30

unity, Ladevèze and Leguillon [32] initiated a local procedure to reduce the construction of an31

equilibrated flux to vertex patch based local calculations. For the continuous linear finite element32
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approximation to the Poisson equation in two dimensions, an equilibrated flux in the lowest order33

Raviart-Thomas space was explicitly constructed in [11, 13]. This explicit approach does not34

lead to robust equilibrated estimator with respect to the coefficient jump without introducing a35

constraint minimization (see [19]). The constraint minimization on each vertex patch may be36

efficiently solved by first computing an equilibrated flux and then calculating a divergence free37

correction. For recent developments, see [15] and references therein.38

Recovery of equilibrated fluxes for discontinuous elements has also been studied by many39

researchers. For discontinuous Garlerkin (DG) methods, equilibrated fluxes in Raviart-Thomas40

(RT) spaces were explicitly reconstructed in [2] for linear elements and in [25] for higher order41

elements. For nonconforming finite element methods, existing explicit equilibrated flux recoveries42

in RT spaces seem to be limited to the linear Crouzeix-Raviart (CR) and the quadratic Fortin-43

Soulie elements by Marini [33] (see [1] in the context of estimator) and Kim [30], respectively.44

For higher order nonconforming elements, existing recovery techniques for conforming elements45

(see, e.g., [13, 14, 25]) may be directly applied, but all these recoveries need to solve vertex-patch46

minimization problems. By solving element-wise minimization problems, a local reconstruction47

procedure was proposed by Ainsworth and Rankin in [4]. Their recovered flux is not in the48

H(div) conforming spaces. Nevertheless, the resulting estimator provides a guaranteed upper49

bound. Another implicit approach recovering fluxes in the RT spaces is proposed by Becker and50

collaborators in [9] in which properties of the nonconforming solutions are explored.51

One purpose of this paper is to establish the Prager-Synge identity for piecewise H1(Ω) func-52

tions in both two and three dimensions. This is proceeded by first establishing an Prager-Synge53

inequality (see Lemma 3.1) and then showing the validity of the identity through a Helmholtz54

decomposition. For Poisson equation with pure Dirichlet boundary conditions, a non-optimal in-55

equality was obtained earlier by Braess, Fraunholz, and Hoppe in [12]; and a slightly more general56

inequality than that of Lemma 3.1 was proved in [26] by introducing the elliptic projection of the57

discontinuous finite element approximation as done by Kim in [31].58

Based on the generalized Prager-Synge identity and an equivalent form (see Corollary 3.5),59

the construction of an equilibrated a posteriori error estimator for discontinuous finite element60

solutions is reduced to recover an equilibrated flux in H(div; Ω) and to recover either a potential61

function in H1(Ω) or a curl free vector-valued function in H(curl; Ω). The energy norm of the62

difference between the recovered flux (gradient or potential) and the corresponding numerical one63

is then used as the conforming (nonconforming) error estimator.64

Another contribution of this paper is to introduce a fully explicit post-processing procedure65

for recovering an equilibrated flux in the RT space of index k− 1 for the nonconforming elements66

of any odd order of k ≥ 1. Currently, we are not able to extend our recovery technique to even67

orders. This is because structures of the nonconforming finite element spaces of even and odd68

orders are fundamentally different. In theory, our recovered flux appears to be the same as in [9].69

However, the explicit formula is only provided for the first order Crouzeix-Raviart element in [9]70

and due to the nature of their approach local patch problems need to be solved for higher order71

elements. Based on our recovery, the resulting conforming error estimator can be proved locally72

efficient regardless of the coefficient jump. To our knowledge, this is the only existing flux recovery73

for higher order nonconforming elements that has such property. For other methods, e.g., see [4],74

the robust efficiency requires that the distribution of the diffusion coefficient is quasi-monotone75

(see [?])76

Recovery of a potential function in H1(Ω) for discontinuous elements was studied by many77

researchers (see, e.g., [4, 2, 12, 26]). The resulting a posteriori error estimator based on H178
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recovery can be locally efficient. Nevertheless, to show independence of the efficiency constant79

on the jump, it also has to assume quasi-monotone distribution on the diffusion coefficient. As80

an alternative to H1 recovery, one can also recover a gradient in the curl free space. Local81

approaches for recovering equilibrated flux in [11, 13, 19, 14, 15] may be directly applied (at least82

in two dimensions) to obtain a gradient in the curl-free space. As mentioned previously, this83

approach again requires solutions of local constraint minimization problems over vertex patches.84

The resulting a posteriori error estimator will again suffer from the conditional robustness for the85

efficiency constant.86

In this paper, to promote the unconditional robustness for both the conforming and noncon-87

forming errors, we will employ a simple averaging technique over facets to recover a gradient in88

H(curl; Ω). Due to the fact that the recovered gradient is not necessarily curl free, the reliability89

constant of the resulting estimator is no longer one. However, it turns out that the curl free90

constraint is not essential and, theoretically we are able to prove that the resulting estimator91

has the robust local reliability as well as the robust local efficiency without the quasi-monotone92

assumption. This is compatible with our recent result in [17] on the residual error estimator for93

discontinuous elements.94

This paper is organized as follows. The diffusion problem and the finite element mesh are95

introduced in Section 2. The generalized Prager-Synge identity for piecewise H1(Ω) functions96

are established in Section 3. In Section 4, we briefly introduce the nonconforming finite element97

approximation and the explicit recoveries of the equilibrated flux and the gradient. The resulting98

a posteriori error estimator is also described in Section 4. Global reliability and local efficiency of99

the estimator are proved in Section 5. Finally, numerical results are presented in Section 6.100

2 Model problem101

Let Ω be a bounded polygonal domain in Rd, d = 2, 3, with Lipschitz boundary ∂Ω = ΓD ∪ ΓN ,102

where ΓD ∩ ΓN = ∅. For simplicity, assume that measd−1(ΓD) 6= 0. Considering the diffusion103

problem:104

−∇ · (A∇u) = f in Ω, (2.1)

with boundary conditions105

u = 0 on ΓD and −A∇u · n = g on ΓN ,

where ∇· and ∇ are the respective divergence and gradient operators; n is the outward unit vector106

normal to the boundary; f ∈ L2(Ω) and g ∈ H−1/2(ΓN ) are given scalar-valued functions; and107

the diffusion coefficient A(x) is symmetric, positive definite, and piecewise constant full tensor108

with respect to the domain Ω = ∪ni=1Ωi. Here we assume that the subdomain, Ωi for i = 1, · · · , n,109

is open and polygonal.110

We use the standard notations and definitions for the Sobolev spaces. Let111

H1
D(Ω) =

{
v ∈ H1(Ω) : v = 0 on ΓD

}
.

Then the corresponding variational problem of (2.1) is to find u ∈ H1
D(Ω) such that112

a(u, v) := (A∇u,∇v) = (f, v)− 〈g, v〉ΓN
, ∀ v ∈ H1

D(Ω), (2.2)

where (·, ·)ω is the L2 inner product on the domain ω. The subscript ω is omitted when ω = Ω.113
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2.1 Triangulation114

Let T = {K} be a finite element partition of Ω that is regular, and denote by hK the diameter115

of the element K. Furthermore, assume that the interfaces,116

Γ = {∂Ωi ∩ ∂Ωj : i 6= j and i, j = 1, · · · , n},

do not cut through any element K ∈ T . Denote the set of all facets of the triangulation T by117

E := EI ∪ ED ∪ EN ,

where EI is the set of interior element facets, and ED and EN are the sets of boundary facets118

belonging to the respective ΓD and ΓN . In this paper, we use the notion facet to represent the119

d− 1 topological structure of the mesh with elements in the d dimensions. Note that for meshes120

of two (three) dimensional domains, facets are corresponding to edges (faces). For each F ∈ E ,121

denote by hF the length of F and by nF a unit vector normal to F . Let K+
F and K−F be the two122

elements sharing the common facet F ∈ EI such that the unit outward normal of K−F coincides123

with nF . When F ∈ ED∪EN , nF is the unit outward normal to ∂Ω and denote by K−F the element124

having the facet F . Note here that the term facet refers to the d − 1 dimensional entity of the125

mesh. In 2D, a facet is equivalent to an edge and in 3D, it is equivalent to a face.126

3 Generalized Prager-Synge inequality127

For the conforming finite element approximation, the foundation of the equilibrated a posteriori128

error estimator is the Prager-Synge identity [35]. That is, let u ∈ H1
D(Ω) be the solution of (2.1),129

then130

‖A1/2∇ (u− w)‖2 + ‖A−1/2τ +A1/2∇u‖2 = ‖A−1/2τ +A1/2∇w‖2

for all w ∈ H1
D(Ω) and for all τ ∈ Σf (Ω), where Σf (Ω) is the so-called equilibrated flux space131

defined by132

Σf (Ω) =
{
τ ∈ H(div; Ω) : ∇ · τ = f in Ω and τ · n = g on ΓN

}
.

Here, H(div; Ω) ⊂ L2(Ω)d denotes the space of all vector-valued functions whose divergence are133

in L2(Ω). The Prager-Synge identity immediately leads to134

‖A1/2∇ (u− w)‖2 ≤ inf
τ∈Σf (Ω)

‖A−1/2τ +A1/2∇w‖2. (3.1)

Choosing w ∈ H1
D(Ω) to be the conforming finite element approximation, then (3.1) implies that135

ητ := ‖A−1/2τ +A1/2∇w‖, ∀ τ ∈ Σf (Ω) (3.2)

is a reliable estimator with the reliability constant being one.136

We now proceed to establish a generalization of (3.1) for piecewise H1(Ω) functions with137

applications to nonconforming and discontinuous Galerkin finite element approximations. To this138

end, denote the broken H1(Ω) space with respect to T by139

H1(T ) =
{
v ∈ L2(Ω) : v|K ∈ H1(K), ∀K ∈ T

}
.

Define ∇h be the discrete gradient operator on H1(T ) such that for any v ∈ H1(T )140

(∇hv)|K = ∇(v|K), ∀K ∈ T .
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Lemma 3.1. Let u ∈ H1
D(Ω) be the solution of (2.1). In both two and three dimensions, for all141

w ∈ H1(T ), we have142

‖A1/2∇h(u− w)‖2 ≤ inf
τ∈Σf (Ω)

‖A−1/2τ +A1/2∇hw‖2 + inf
v∈H1

D(Ω)
‖A1/2∇h(v − w)‖2. (3.3)

Proof. Firstly, it is easy to see that143

‖A1/2∇h(u−w)‖2 = ‖A1/2∇hw+A−1/2τ‖2−‖A1/2∇u+A−1/2τ‖2−2(∇h(u−w), A∇u+τ ). (3.4)

For all τ ∈ Σf (Ω) and for all v ∈ H1
D(Ω), it follows from integration by parts and the Cauchy-144

Schwarz and Young’s inequalities that145

2 (∇h(u− w), A∇u+ τ ) = 2 (∇(u− v), A∇u+ τ ) + 2 (∇h(v − w), A∇u+ τ )
= 2 (∇h(v − w), A∇u+ τ )
≤ ‖A1/2∇h(v − w)‖2 + ‖A1/2∇u+A−1/2τ‖2.

which, together with (3.4), implies146

‖A1/2∇h(u− w)‖2 ≤ ‖A1/2∇hw +A−1/2τ‖2 + ‖A1/2∇h(v − w)‖2. (3.5)

Since the above inequality is valid for all τ ∈ Σf (Ω) and all v ∈ H1
D(Ω), this implies the validity147

of (3.3) and, hence, the lemma.148

Remark 3.2. For Poisson equation with pure Dirichlet boundary conditions, a suboptimal result149

is also proved earlier in [12] by Braess, Fraunholz, and Hoppe:150

‖∇h(u− w)‖ ≤ inf
τ∈Σf (Ω)

‖∇w + τ‖+ 2 inf
v∈H1

0 (Ω)
‖∇h(v − w)‖;

recently, a slightly more general inequality than that of Lemma 3.1 was proved in [26] by introducing151

the elliptic projection of the discontinuous finite element approximation as done by Kim in [31].152

For each F ∈ E , in two dimensions, assume that nF = (n1,F , n2,F ), then denote by tF =153

(−n2,F , n1,F ) the unit vector tangent to F and by sF and eF the start and end points of F ,154

respectively, such that eF − sF = hF tF .155

Let156

H =


{
v ∈ H1(Ω) :

∫
Ω v dx = 0 and ∂v

∂t = 0 on ΓN
}

in 2D,{
τ ∈ H1(Ω)3 : ∇ · τ = 0 and (∇× τ ) · n = 0 on ΓN

}
in 3D,

where ∇× is the classical curl operator in three dimentions.157

For a scalar-valued function v ∈ H1(Ω), we define the formal adjoint operator of the curl in158

two dimensions by159

∇⊥v =
(
∂v

∂y
, −∂v

∂x

)
.

For any w ∈ H1(T ), let φ ∈ H1
D(Ω) be the solution of160

(A∇φ,∇v) = (A∇h(u− w),∇v), ∀v ∈ H1
D(Ω). (3.6)
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we then have the classical Helmholtz decomposition [28, 5]:161

A∇h(u− w) =
{
A∇φ+∇⊥ψ in 2D,
A∇φ+∇×ψ in 3D

with ψ ∈ H. (3.7)

The decomposition is orthogonal, i.e.,162

‖A1/2∇h(u− w)‖2 =
{
‖A1/2∇φ‖2 + ‖A−1/2∇⊥ψ‖2 in 2D,
‖A1/2∇φ‖2 + ‖A−1/2∇×ψ‖2 in 3D.

(3.8)

163

Lemma 3.3. Let w be a fixed function in H1(T ) and φ and ψ in 2D (ψ in 3D) be the corre-164

sponding Helmholtz decomposition of w given in (3.7). We have165

inf
v∈H1

D(Ω)
‖A1/2∇(v − w)‖ = ‖A−1/2∇⊥ψ‖ in 2D or ‖A−1/2∇×ψ‖ in 3D, (3.9)

and166

inf
τ∈Σf (Ω)

‖A−1/2τ +A1/2∇hw‖ = ‖A1/2∇φ‖ (3.10)

Proof. We firstly prove (3.9) in two dimensions. Note the following orthogonality condition holds:167

(∇v,∇⊥w) = 0 ∀v ∈ H1
D(Ω) and ∀w ∈ H.

Then applying (3.7) and Cauchy-Schwartz inequality gives168

‖A−1/2∇⊥ψ‖2 = (∇(u− w),∇⊥ψ) = (∇(v − w),∇⊥ψ) ≤ inf
v∈H1

D(Ω)
‖A1/2∇(v − w)‖‖A−1/2∇⊥ψ‖.

A special choice of v = u− φ gives (3.9). Three dimensional case can be proved in the same way.169

To prove (3.10), for any τ ∈ Σf (Ω), (3.6) and integration by parts give170

‖A1/2∇φ‖2 = (A∇h(u− w),∇φ) = (A∇u+ τ ,∇φ)− (τ +A∇hw,∇φ) = −(τ +A∇hw,∇φ).

Applying Cauchy-Schwartz inequality gives that171

‖A1/2∇φ‖ ≤ inf
τ∈Σf (Ω)

‖A−1/2(τ +A∇hw)‖.

Taking the special choice τ = ∇⊥ψ − A∇u ∈ Σf (Ω) in 2D and τ = ∇ × ψ − A∇u ∈ Σf (Ω) in172

3D, yields the first equality in (3.10) as follows:173

‖A1/2∇φ‖ ≤ inf
τ∈Σf (Ω)

‖A−1/2τ +A1/2∇hw‖ = ‖A1/2∇φ‖.

This completes the proof of the lemma.174

Theorem 3.4. Let u ∈ H1
D(Ω) be the solution of (2.1). In two and three dimensions, for all175

w ∈ H1(T ), we have176

‖A1/2∇h(u− w)‖2 = inf
τ∈Σf (Ω)

‖A−1/2τ +A1/2∇hw‖2 + inf
v∈H1

D(Ω)
‖A1/2∇h(v − w)‖2. (3.11)
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Proof. The identity (3.11) is a direct consequence of (3.8) and Lemma 3.3.177

Let H(curl; Ω) ⊂ L2(Ω)d (d = 2, 3) be the space of all vector-valued functions whose curl are178

in L2(Ω), and denote its curl free subspace by179

H̊D(curl; Ω) = {τ ∈ H(curl; Ω) : ∇×τ = 0 in Ω and τ × n = 0 on ΓD} .

180

Corollary 3.5. Let u ∈ H1
D(Ω) be the solution of (2.1). In both two and three dimensions, for181

all w ∈ H1(T ), we have182

‖A1/2∇h(u− w)‖2 = inf
τ∈Σf (Ω)

‖A−1/2τ +A1/2∇hw‖2 + inf
γ∈H̊D(curl;Ω)

‖A1/2(γ −∇hw)‖2. (3.12)

Proof. The result of (3.12) is an immediate consequence of Theorem 3.4 and the fact that183

∇H1
D(Ω) = H̊D(curl; Ω).184

Remark 3.6. It is easy to see that if w ∈ H1
D(Ω) in Lemma 3.4, i.e., w is conforming, the second185

part on the right of (3.11) vanishes. It is thus natural to refer inf
τ∈Σf (Ω)

‖A−1/2τ + A1/2∇hw‖2 as186

the conforming error and inf
v∈H1

D(Ω)
‖A1/2∇h(v − w)‖2 as the nonconforming error.187

For each K ∈ T , denote by ΛK and λK the maximal and minimal eigenvalues of AK = A|K ,188

respectively. For each F ∈ E , let Λ±F = ΛK±F , λ±
F

= λK±F
, and λF = min{λ+

F , λ
−
F } if F ∈ EI and189

λF = λ−F if F ∈ ED ∪ EN . To this end, let190

ΛT = max
K∈T

ΛK and λT = min
K∈T

λK .

Assume that each local matrix AK is similar to the identity matrix in the sense that its maximal191

and minimal eigenvalues are almost of the same size. More precisely, there exists a moderate size192

constant κ > 0 such that193
ΛK
λK
≤ κ, ∀K ∈ T .

Nevertheless, the ratio of global maximal and minimal eigenvalues, ΛT /λT , is allowed to be very194

large.195

For a function w ∈ H1(T ) , denote its traces on F by w|−F := (w|K−F )|F and w|+F := (w|K+
F

)|F196

and the jump of w across the facet F by197

[[w]]|F =
{
w|−F − w|

+
F , ∀F ∈ EI ,

w|−F , ∀F ∈ ED ∪ EN .

For future conveniences, in the following lemma we show the relationship between the non-198

conforming error and the residual based error of solution jump on facets. It is noted that the199

constant is robust with respect to the diffusion coefficient jump.200

Lemma 3.7. Let w be a fixed function in H1(T ). In two and three dimensions, there exists a201

constant Cr that is independent of the jump of the coefficient such that202

inf
v∈H1

D(Ω)
‖A1/2∇h(v − w)‖ ≤ Cr

 ∑
F∈EI∪ED

λFh
−1
F ‖[[w]]‖20,F

1/2

. (3.13)
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Proof. We firstly prove (3.13) in two dimensions. Let ψ be given in the Helmholtz decomposition203

in (3.7). From (3.12) we have204

inf
v∈H1

D(Ω)
‖A1/2∇h(v − w)‖ = ‖A−1/2∇⊥ψ‖.

Now applying the fact that (∇φ,∇⊥ψ) = 0 and integration by parts gives205

‖A−1/2∇⊥ψ‖2 = (∇h(u− w),∇⊥ψ) = −
∑

F∈EI∪ED

∫
F

[[w]]
(
∇⊥ψ · nF

)
ds. (3.14)

Without loss of generality, assume that λ−F ≤ λ+
F for each F ∈ EI . It follows from Lemma 2.4 in206

[17] and the Cauchy-Schwarz inequality that207 ∑
F∈EI∪ED

∫
F

[[w]]
(
∇⊥ψ · nF

)
ds ≤ C

∑
F∈EI∪ED

h
−1/2
F ‖[[w]]‖0,F ‖∇⊥ψ‖0,K−F

≤ C

 ∑
F∈EI∪ED

λFh
−1
F ‖[[w]]‖20,F

1/2

‖A−1/2∇⊥ψ‖,

which, together with (3.14), yields208

‖A−1/2∇⊥ψ‖ ≤ C

 ∑
F∈EI∪ED

λFh
−1
F ‖[[w]]‖20,F

1/2

.

In three dimensions, (3.13) can be proved similarly.209

4 Error estimators and indicators210

4.1 NC finite element approximation211

For the convenience of readers, in this subsection we introduce the nonconforming finite element212

space in two dimensions and its properties. For clarity, we refer the facet as edge in this subsection.213

Let Pk(K) and Pk(F ) be the spaces of polynomials of degree less than or equal to k on the214

element K and edge F , respectively. Define the nonconforming finite element space of order215

k(k ≥ 1) on the triangulation T by216

Uk(T )=
{
v ∈ L2(Ω): v|K ∈ Pk(K), ∀K ∈ T and

∫
F

[[v]] p ds = 0,∀ p ∈ Pk−1(F ), ∀F ∈ EI
}

(4.1)

and its subspace by217

UkD(T ) =
{
v ∈ Uk(T ) :

∫
F

v p ds = 0, ∀ p ∈ Pk−1(F ), ∀F ∈ ED
}
.

The spaces defined above are exactly the same as those defined in [21] for k = 1, [27] for k = 2, [20]218

for k = 4 and 6, [4] for general odd order, and [36, 6] for general order. Then the nonconforming219

finite element approximation of order k is to find uT ∈ UkD(T ) such that220

ah(uT , v) := (A∇huT ,∇hv) = (f, v)− 〈g, v〉ΓN
, ∀ v ∈ Uk

D
(T ). (4.2)
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Below we describe basis functions of Uk(T ) and their properties. To this end, for each K ∈ T ,221

let mk = dim(Pk−3(K)) for k > 3 and mk = 0 for k ≤ 3. Denote by {xj , j = 1, · · · ,mk} the set222

of all interior Lagrange points in K with respect to the space Pk(K) and by Pj,K ∈ Pk−3(K) the223

nodal basis function corresponding to xj , i.e.,224

Pj,K(xi) = δij for i = 1, · · · , mk,

where δij is the Kronecker delta function. For each 0 ≤ j ≤ k − 1, let Lj,F be the jth order225

Gauss-Legendre polynomial on F such that Lj,F (eF ) = 1. Note that Lj,F is an odd or even226

function when j is odd or even. Hence, Lj,F (sF ) = −1 for odd j and Lj,F (sF ) = 1 for even j.227

For odd k, the set of degrees of freedom of Uk(T ) (see Lemma 2.1 in [4]) can be given by228 ∫
K
v Pj,K dx, j = 1, · · · , mk (4.3)

for all K ∈ T and229 ∫
F
v Lj,F ds, j = 0, · · · , k − 1 (4.4)

for all F ∈ E . Define the basis function φi,K ∈ Uk(T ) satisfying230 
∫
K′ φi,K Pj,K′ dx = δijδKK′ , ∀ j = 1, · · · , mk, ∀K ′ ∈ T ,∫
F φi,K Lj,F ds = 0, ∀ j = 0, · · · , k − 1, ∀F ∈ E ,

(4.5)

for i = 1, · · · , mk and K ∈ T , and the basis function φi,F ∈ Uk(T ) satisfying231 
∫
K φi,F Pj,K dx = 0, ∀ j = 1, · · · , mk, ∀K ∈ T ,∫
F ′ φi,F Lj,F ′ ds = δijδF F ′ , ∀ j = 0, · · · , k − 1, ∀F ′ ∈ E ,

(4.6)

for i = 0, · · · , k−1 and F ∈ E . Then the nonconforming finite element space is the space spanned232

by all these basis functions, i.e.,233

Uk(T ) = span {φi,K : K ∈ T }mk
i=1 ⊕ span {φi,F : F ∈ E}k−1

i=0 .

Lemma 4.1. For all K ∈ T , the basis functions {φj,K}mk
j=1 have support on K and vanish on the234

boundary of K, i.e.,235

φj,K ≡ 0 on ∂K.

Proof. Obviously, (4.5) implies that support{φj,K} ∈ K. To show that φj,K |∂K ≡ 0, considering236

each edge F ∈ EK , the second equation of (4.5) indicates that there exists aF ∈ R such that237

φj,K |F = aFLk,F .

Note that Lk,F is an odd function on F and that values of Lk,F at two end-points of F are −1238

and 1, respectively. Now the continuity of φj,K in K implies that aF = 0 and, hence, φj,K ≡ 0 on239

∂K.240

For each K, denote by EK the set of all edges of K. For each F ∈ E , denote by ωF the241

union of all elements that share the common edge F ; and define a sign function χF on the set242

EK+
F
∪ EK−F \ {F} (when F is a boundary edge, let EK+

F
= ∅) such that243

χF (F ′) =
{

1, if e
F ′ = F̄ ∩ F̄ ′,

−1, if s
F ′ = F̄ ∩ F̄ ′.
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Lemma 4.2. For all F ∈ E, the basis functions {φj,F }k−1
j=0 have support on ωF , and their restric-244

tions on EK+
F
∪ EK−F has the following representation:245

φj,F =


1

‖Lj,F ‖20,F
(Lj,F − Lk,F ) , on F,

0, on EK+
F
∪ EK−F \ {F}

(4.7)

when j is odd, and246

φj,F =



1
‖Lj,F ‖20,F

Lj,F , on F,

χF (F ′)
‖Lj,F ‖20,F

Lk,F ′ , on F ′ ∈ EK+
F
∪ EK−F \ {F}

(4.8)

when j is even.247

Proof. By (4.6), it is easy to see that support of φj,F is ωF . Since φj,F |±F ∈ Pk(F ), there exist248

constants a±i,F such that249

φj,F |±F =
k∑
i=0

a±i,F Li,F .

Using (4.6) and the orthogonality of {Li,F }ki=0, it is obvious that250

a±i,F =
{
‖Lj,F ‖−2

0,F , for i = j,

0, for 0 ≤ i ≤ k − 1 and i 6= j

and, hence,251

φj,F |±F = 1
‖Lj,F ‖20,F

Lj,F + a±k,FLk,F . (4.9)

By (4.6), it is also easy to see that there exists constant aj,F,F ′ for each F ′ ∈ EK+
F
∪ EK−F \ {F}252

such that253

φj,F |F ′ = aj,F,F ′Lk,F ′ . (4.10)

Since Lk,F ′ is an odd function for all F ′ ∈ EK+
F
∪ EK−F \ {F} and φj,F is continuous in K+

F and254

K−F , (4.10) implies that255

φj,F |K(sF ) = φj,F |K(eF ), K ∈ {K+
F ,K

−
F }. (4.11)

Combining the facts that Lj,F (eF ) = −Lj,F (sF ) = 1 for odd j and that Lj,F (eF ) = Lj,F (sF ) = 1256

for even j, (4.9), and (4.11), we have257

a±k,F =


− 1
‖Lj,F ‖20,F

, for odd j,

0, for even j,

which, together with (4.9), leads to the formulas of φj,F |F in (4.7) and (4.8). Finally, for each258

F ′ ∈ EK+
F
∪ EK−F \ {F}, aj,F,F ′ in (4.10) can be directly computed based on the continuity of φj,F259

in K+
F and K−F . This completes the proof of the lemma.260

261
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Remark 4.3. As a consequence of Lemma 4.2, the basis function φj,F is continuous on the edge262

F , i.e., [[φj,F ]]
∣∣
F

= 0 for all j = 0, · · · , k − 1; moreover, φj,F vanishes at end points of F , i.e.,263

φj,F (sF ) = φj,F (eF ) = 0, for odd j.264

Lemma 4.4. Let F be an edge of K. Assume that p ∈ Pk−1(K). Then we have that265 ∫
∂K

p φj,F ds =
∫
F
p φj,F ds. (4.12)

Moreover, if
∫
F
p φj,F ds = 0 for all j = 0, · · · , k − 1, then p ≡ 0 on F .266

Proof. Since {Lj,F }kj=0 are orthogonal polynomials on F , (4.12) is a direct consequence of Lemma267

4.2.268

4.2 Equilibrated flux recovery269

In this subsection, we introduce a fully explicit post-processing procedure for recovering an equi-270

librated flux. To this end, define fk−1 ∈ L2(Ω) by271

fk−1|K = ΠK(f), ∀K ∈ T ,

where ΠK is the L2 projection onto Pk−1(K). For simplicity, assume that the Neumann data g is272

a piecewise polynomial of degree less than or equal to k − 1, i.e., g|F ∈ Pk−1(F ) for all F ∈ EN .273

Denote the H(div; Ω) conforming Raviart-Thomas (RT) space of index k − 1 with respect to274

T by275

RT k−1(T ) =
{
τ ∈ H(div; Ω) : τ |K ∈ RT k−1(K), ∀K ∈ T

}
,

where RT k−1(K) = Pk−1(K)d + xPk−1(K). Let276

Σk−1
f (T ) =

{
τ ∈ RT k−1 : ∇ · τ = fk−1 inΩ and τ · nF = g onΓN

}
.

On a triangular element K ∈ T , a vector-valued function τ in RT k−1(K) is characterized by the277

following degrees of freedom (see Proposition 2.3.4 in [10]):278 ∫
K
τ · ζ dx, ∀ ζ ∈ Pk−2(K)d,

and279 ∫
F

(τ · nF ) p ds, ∀ p ∈ Pk−1(F ) and ∀F ∈ EK .

For each K ∈ T , define a sign function µK on EK such that280

µK(F ) =
{

1, if nK |F = nF ,

−1, if nK |F = −nF .
(4.13)

Define the numerical flux281

σ̃T = −A∇huT and σ̃K = −A∇(uT |K), ∀K ∈ T . (4.14)
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With the numerical flux σ̃T given in (4.14), for each element K ∈ T , we recover a flux σ̂K ∈282

RT k−1(K) such that:283 ∫
K
σ̂K · τ dx =

∫
K
σ̃T · τ dx, ∀ τ ∈ Pk−2(K)d (4.15)

and that284

∫
F
σ̂K · nF Li,F ds =


µK(F )‖Li,F ‖20,F

(∫
K
σ̃T · ∇φi,F dx+

∫
K
f φi,F dx

)
, ∀F ∈ EK \ EN ,

µK(F )‖Li,F ‖20,F
(∫

F

g φi,F ds

)
, ∀F ∈ EK ∩ EN

(4.16)
for i = 0, · · · , k − 1. Now the global recovered flux σ̂T is defined by285

σ̂T
∣∣
K

= σ̂K , ∀ K ∈ T . (4.17)

Remark 4.5. We emphasize that the above flux recovery procedure is fully explicit. To our knowl-286

edge, the existing methods for recovery equilibrate flux for higher order nonconforming elements287

are implicit and requires to solve local problems, see e.g.[1, 26, 9]. Our recovered flux appears288

to be the same as the one in [9] for odd order nonconforming elements.Due to the fundamental289

differences between the odd and even order nonconforming elements, we are currently not able to290

extend the explicit approach to the even orders.291

Lemma 4.6. Let uT be the finite element solution in (4.2) and σ̂T be the recovered flux defined292

in (4.17). Then for any K ∈ T , the following equality293 ∫
∂K
σ̂T · nK q dx =

∫
K
σ̃T · ∇q dx+

∫
K
f q dx (4.18)

holds for all q ∈ Pk(K).294

Proof. Without loss of generality, assume that K ∈ T is an interior element. For each q ∈ Pk(K),295

there exist aj,F and aj,K such that296

q =
∑
F∈EK

k−1∑
j=0

aj,F φj,F +
mk∑
j=1

aj,K φj,K ≡
∑
F∈EK

qF + qK .

It follows from Lemma 4.1, (4.12), Lemma 4.2, and the definition of the recovered flux σ̂T in297

(4.16) that298

∫
∂K
σ̂K · nK q ds =

∑
F∈EK

k−1∑
j=0

aj,F

∫
F
σ̂K · nK φj,F ds

=
∑
F∈EK

k−1∑
j=0

aj,F µK(F )
‖Lj,F ‖2F

∫
F
σ̂K · nF Lj,F ds =

∑
F∈EK

k−1∑
j=0

aj,F

(∫
K
σ̃T · ∇φj,F dx+

∫
K
f φj,F dx

)

=
∑
F∈EK

(∫
K
σ̃T · ∇qF dx+

∫
K
f qF dx

)
. (4.19)
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Choosing v = φj,K in (4.2) gives299 ∫
K
σ̃T · ∇φj,K dx+

∫
K
f φj,K dx = 0

for j = 1, · · · , mk. Multiplying the above equality by aj,K and summing over j imply300 ∫
K
σ̃T · ∇qK dx+

∫
K
f qK dx = 0. (4.20)

Now (4.18) is the summation of (4.19) and (4.20). This completes the proof of the lemma.301

Theorem 4.7. Let uT be the finite element solution in (4.2). Then the recovered flux σ̂T defined302

in (4.17) belongs to Σk−1
f (T ).303

Proof. First we prove that σ̂T ∈ H(div; Ω). For each F ∈ EI , note that σ̂T |±F ∈ Pk−1(F ). Then304

it follows from Lemma 4.2, (4.16), the assumption that g|F ∈ Pk−1(F ), and (4.2) with v = φj,F305

that306 ∫
F

[[σ̂ · nF ]]φj,F ds =
∑

K∈{K+
F ,K

−
F }

µK(F )
‖Lk,F ‖2F

∫
F
σ̂K · nF Lj,F ds

=
∑

K∈{K+
F ,K

−
F }

(∫
K
σ̃T · ∇φj,F ds+

∫
K
f φj,F ds

)

=
∫
ωF

σ̃T · ∇φj,F ds+
∫
ωF

f φj,F ds−
∫

ΓN∩∂ωF

g φj,F ds

= 0

for j = 0, · · · , k − 1. Now Lemma 4.4 implies that [[σ̂T · nF ]]|F = 0 and, hence, σ̂T ∈ H(div,Ω).307

Second, for each K ∈ T and for any p ∈ Pk−1(K), note that ∇p ∈ Pk−2(K)d. By integration by308

parts, (4.15), and Lemma 4.6, we have309 ∫
K
∇ · σ̂K p dx = −

∫
K
σ̂K · ∇p dx+

∫
∂K
σ̂K · nK p ds

= −
∫
K
σ̃T · ∇p dx+

(∫
K
σ̃T · ∇p dx+

∫
K
f p dx

)
=
∫
K
f p dx,

which implies that ∇ · σ̂T = fk−1 in Ω.310

Finally, for F ∈ EN , Lemma 4.4 and (4.16) gives311 ∫
F

σ̂T · nFφj,F ds = ‖Lj,F ‖−2
0,F

∫
F

σ̂T · nFLj,F ds =
∫

F

g φj,F ds,

for j = 0, · · · , k− 1, which, together with Lemma 4.4, implies that σ̂T ·nF = g|F for all F ∈ EN .312

This completes the proof of the theorem.313
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4.3 Gradient recovery314

In this subsection, we demonstrate the gradient recovery procedure in the space of H(curl; Ω) for315

the nonconforming finite element solutions of odd orders in the two dimensions. We note that316

such recovery is fully explicit through a simple weighted average on each edge. The recovery317

technique can be easily extended to other discontinuous finite element solutions and to three318

dimensional problems with the similar averaging technique on facets. For the first order non-319

conforming Crouzeix-Raviart element, the weighted average approach is first introduced in [18].320

Define321

HD(curl; Ω) = {τ ∈ H(curl; Ω) : τ · t = 0 on ΓN .}

To this end, denote the HD(curl; Ω) conforming Nédélec (NE) space of index k − 1 with respect322

to T by323

NEk−1(T ) =
{
τ ∈ HD(curl; Ω) : τ |K ∈ NEk−1(K), ∀K ∈ T

}
,

where NEk−1(K) = Pk−1(K)2+(−y, x)Pk−1(K). On a triangular element K ∈ T , a vector valued324

function τ ∈ NEk−1(K) is characterized by the following degrees of freedom (see Proposition 2.3.1325

in [10]):326 ∫
K
τ · ζ dx, ∀ ζ ∈ Pk−2(K)2 and

∫
F

(
τ · t

)
p dx, ∀ p ∈ Pk−1(F ) and ∀F ∈ EK .

Define the numerical gradient327

ρ̃T = ∇huT and ρ̃K = ∇uT |K , ∀K ∈ T . (4.21)

For each edge F ∈ E , denote the i-th moment of a weighted average of the tangential compo-328

nents of the numerical gradient by329

Si,F =



θF

∫
F

(
ρ̃K−F

· tF
)
Li,F ds+ (1− θF )

∫
F

(
ρ̃K+

F
· tF

)
Li,F ds, if F ∈ EI ,

0, if F ∈ ED,∫
F

(
ρ̃K−F

· tF
)
Li,F ds, if F ∈ EN

with the weight θF = Λ−F
Λ−F + Λ+

F

for i = 0, · · · , k− 1. For each K ∈ T , define ρ̂K ∈ NEk−1(K) by330

331 

∫
F

(
ρ̂K · tF

)
Li,F ds = Si,F , for i = 0, · · · , k − 1 and ∀ F ∈ EK ,

∫
K
ρ̂K · ζ dx =

∫
K
ρ̃K · ζ dx, ∀ ζ ∈ Pk−2(K)2.

(4.22)

Then the recovered gradient ρ̂T is defined in NEk−1(T ) such that332

ρ̂T
∣∣
K

= ρ̂K , ∀ K ∈ T . (4.23)
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4.4 Equilibrated a posteriori error estimator for nonconforming solutions333

In section 4.2, we introduce an equilibrated flux recovery for the nonconforming elements of odd334

order. Let σ̂T ∈ Σf (Ω) be the recovered flux defined in (4.17), we define the local indicator and335

the global estimator for the conforming error by336

ησ,K = ‖A−1/2(σ̂T − σ̃T )‖0,K , ∀K ∈ T (4.24)

and337

ησ =
(∑
K∈T

η2
σ,K

)1/2

= ‖A−1/2(σ̂T − σ̃T )‖, (4.25)

respectively.338

In section 4.3, we recover the gradient in HD(curl; Ω) through averaging on each edge. Let339

ρ̂T ∈ HD(curl; Ω) be the recovered gradient defined in (4.23), then the local indicator and the340

global estimator for the nonconforming error are defined by341

ηρ,K = ‖A1/2(ρ̂T − ρ̃T )‖0,K , ∀K ∈ T (4.26)

and342

ηρ =
(∑
K∈T

η2
ρ,K

)1/2

= ‖A1/2(ρ̂T − ρ̃T )‖, (4.27)

respectively.343

The local indicator and the global estimator for the nonconforming elements are then defined344

by345

ηK =
(
η2
σ,K + η2

ρ,K

)1/2
and η =

(∑
K∈T

η2
K

)1/2

=
(
η2
σ + η2

ρ

)1/2
, (4.28)

respectively.346

Remark 4.8. To estimate the nonconforming error, one may simply use the weighted solution347

jump given in Lemma 3.8 (see [16] for the residual error estimator). Comparing with the recovery348

estimator defined in (4.27), the weighted solution jump requires location of physical interfaces;349

moreover, our numerical results show that the recovered estimator is more accurate than the350

residual estimator.351

5 Global reliability and local efficiency352

In this section, we establish the global reliability and efficiency for the error indicators and esti-353

mator defined in in (4.24)–(4.28) for the NC elements of the odd orders.354

Let355

osc (f,K) = hK√
λK
‖f − fk−1‖0,K and osc (f, T ) =

(∑
K∈T

osc (f,K)2
)1/2

.

Theorem 5.1. (Global Reliability) Let uT be the nonconforming solution to (4.2). There exist356

constants Cr and C that is independent of the jump of the coefficient such that357

‖A1/2∇h(u− uT )‖0,Ω ≤ ησ + Cr ηρ + C osc (f, T ). (5.29)
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Proof. The theorem is a direct result of Lemmas 5.2 and 5.3.358

Note that the global reliability bound in (5.29) does not require the quasi-monotonicity as-359

sumption on the distribution of the diffusion coefficient A(x). The reliability constant Cr for the360

nonconforming error is independent of the jump of A(x), but not equal to one. This is due to the361

fact that the explicitly recovered gradient ρ̂T is not curl free.362

In the following, we bound the conforming error above by the estimator ησ given in (4.25).363

Lemma 5.2. The global conforming error estimator, ησ, given in (4.25) is reliable, i.e., there364

exists a constant C such that365

inf
τ∈Σf (Ω)

‖A−1/2(τ − σ̃T )‖ ≤ ησ + C osc (f, T ). (5.30)

Proof. Let φ ∈ H1
D(Ω) be the conforming part of the Helmholtz decomposition of u − uT . By366

(3.10), integration by parts, and the assumption that g|F ∈ Pk−1(F ), we have367

inf
τ∈Σf (Ω)

‖A−1/2τ +A1/2∇huT ‖20,Ω

=‖A1/2∇φ‖2 = (A∇(u− uT ),∇φ) = (A∇u+ σ̂T ,∇φ)− (σ̂T − σ̃T ,∇φ)

= (f − fk−1, φ)− (σ̂T − σ̃T ,∇φ).

(5.31)

Let φ̄K = 1
|K|

∫
K
φdx. It follows from the definitions of fk−1 and the Cauchy-Schwarz and the368

Poincaré inequalities that369 ∑
K∈T

(f − fk−1, φ)K =
∑
K∈T

(f − fk−1, φ− φ̄K)K

≤ C
∑
K∈T

hK

λ
1/2
K

‖f − fk−1‖0,K‖A1/2∇φ‖0,K

≤ C osc (f, T )‖A1/2∇φ‖,

which, together with (5.31) and the Cauchy-Schwartz inequality, leads to (5.30). This completes370

the proof of the lemma.371

Since our recovered gradient is not in H̊D(curl; Ω), it is not straightforward to verify the372

reliability bound by Theorem 3.1. However, it still plays a role in our reliability analysis.373

Lemma 5.3. The global nonconforming error estimator, ηρ, given in (4.27) is reliable, i.e., there374

exists a constant Cr such that375

inf
v∈H1

D(Ω)
‖A1/2(∇v −∇huT )‖ ≤ Cr ηρ. (5.32)

Proof. By Lemma 3.7, to show the validity of (5.32), it then suffices to prove that376

λ
1/2
F h

−1/2
F ‖[[uT ]]‖0,F ≤ C‖A1/2(ρ̂T − ρ̃T )‖0,ωF (5.33)
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for all F ∈ EI ∪ED. Note that [[uT ]]|F is an odd function for all F ∈ EI . Hence,
∥∥∥[[ρ̃T · tF ]]

∥∥∥
0,F

= 0377

implies ‖[[uT ]]‖0,F = 0. By the equivalence of norms in a finite dimensional space and the scaling378

argument, we have that379

h
−1/2
F ‖[[uT ]]‖0,F ≤ C h1/2

F

∥∥∥[[ρ̃T · tF ]]
∥∥∥

0,F
. (5.34)

Since ρ̂T ∈ HD(curl; Ω), it then follows from the triangle, the trace, and the inverse inequalities380

that381 ∥∥∥[[ρ̃T · tF ]]
∥∥∥

0,F
=

∥∥∥[[(ρ̃T − ρ̂T ) · tF ]]
∥∥∥

0,F
≤
∥∥∥(ρ̃T − ρ̂T )|K+

F
· tF

∥∥∥
0,F

+
∥∥∥(ρ̃T − ρ̂T )|K−F · tF

∥∥∥
0,F

≤ C h
−1/2
F

(∥∥∥ρ̃T − ρ̂T ∥∥∥0,ωF

+ hF ‖∇×(ρ̂T − ρ̃T )‖0,ωF

)
≤ C h

−1/2
F

∥∥∥ρ̃T − ρ̂T ∥∥∥0,ωF

≤ C λ−1/2
F h

−1/2
F

∥∥∥A1/2
(
ρ̃T − ρ̂T

)∥∥∥
0,ωF

for all F ∈ EI , which, together with (5.34), implies (5.33) and, hence, (5.32). In the case that382

F ∈ ED, (5.33) can be proved in a similar fashion. This completes the proof of the lemma.383

5.1 Local Efficiency384

In this section, we establish local efficiency of the indicators ησ,K and ηρ,K defined in (4.24) and385

(4.26), respectively.386

Theorem 5.4. (Local Efficiency) For each K ∈ T , there exists a positive constant Ce that is387

independent of the mesh size and the jump of the coefficient such that388

ηK ≤ Ce
(
‖A1/2∇h(u− uT )‖0,ωK + osc (f,K)

)
, (5.35)

where ωK is the union of all elements that shares at least an edge with K.389

Proof. (5.35) is a direct consequence of Lemmas 5.6 and 5.7.390

Note that the local efficiency bound in (5.35) holds regardless the distribution of the diffusion391

coefficient A(x).392

5.2 Local Efficiency for ησ,K393

To establish local efficiency bound of ησ,K , we introduce some auxiliary functions defined locally394

in K. To this end, for each edge F ∈ EK , denote by F ′ and F ′′ the other two edges of K such395

that F, F ′, and F ′′ form counter-clockwise orientation. Without loss of generality, assume that396

µK ≡ 1 on EK . Let397

wF =
(
σ̂K − σ̃K

)
· nK |F ∈ Pk−1(F ), aF = wF (sF ), and bF = wF (eF ). (5.36)

Define the auxiliary function corresponding to F , w̃F ∈ Pk(K), such that398 ∫
K
w̃F Pj,K dx = 0, ∀ j = 1, · · · ,mk

and399

w̃F |F = wF + γFLk,F , w̃F |F ′ = −βFLk,F ′ , and w̃F |F ′′ = βFLk,F ′′ ,

where γF = aF − bF

2 and βF = aF + bF

2 .400
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Lemma 5.5. For each F ∈ EK , there exists a positive constant C such that401

‖w̃F ‖0,K ≤ C h
1/2
F ‖wF ‖0,F . (5.37)

Proof. By the Cauchy-Schwarz and the inverse inequalities, we have402

∣∣γF

∣∣ =
∣∣∣12
∫
F
w′

F
ds
∣∣∣ ≤ h

1/2
F

2 ‖w
′
F
‖0,F ≤ Ch−1/2

F ‖wF ‖0,F . (5.38)

Approximation property and the inverse inequality give403

‖wF − βF ‖0,F ≤ ChF ‖w
′
F
‖0,F ≤ C‖wF ‖0,F ,

which, together with the triangle inequality, gives404

|βF | = h
−1/2
F ‖βF ‖0,F ≤ h

−1/2
F

(
‖wF − βF ‖0,F + ‖wF ‖0,F

)
≤ C h−1/2

F ‖wF ‖0,F . (5.39)

Since ‖Lk,F ‖0,F ≤ h
1/2
F for all F ∈ EK , by (5.38) and (5.39), we have that405

‖w̃F ‖0,F =
(
‖wF ‖

2
0,F + γ2

F
‖Lk,F ‖20,F

)1/2
≤ C ‖wF ‖0,F

and that406

‖w̃F ‖0,F ′ ≤ h
1/2
F ′
|βF | ≤ C ‖wF ‖0,F and ‖w̃F ‖0,F ′′ ≤ h

1/2
F ′′
|βF | ≤ C ‖wF ‖0,F .

Now (5.37) is a direct consequence of the fact that407

‖w̃F ‖0,K ≤ C
∑

F ′∈EK

h1/2
F ′
‖w̃F ‖0,F ′

which follows from the equivalence of norms in a finite dimensional space, and the fact that408

‖w̃F ‖∂K = 0 implies ‖w̃F ‖K = 0. This completes the proof of the lemma.409

Lemma 5.6. There exists a positive constant C such that410

ησ,K ≤ C
(
‖A1/2∇h(u− uT )‖0,K + osc (f,K)

)
, ∀K ∈ T . (5.40)

Proof. According to (4.15), it is easy to see that if ‖ (σ̂K − σ̃K)·nF ‖0,F = 0 for all F ∈ EK implies411

that ‖σ̂K − σ̃K‖0,K = 0. Hence, by the equivalence of norms in a finite dimensional space, we412

have that413

‖σ̂K − σ̃K‖0,K ≤ C
∑
F∈EK

h
1/2
F ‖ (σ̂K − σ̃K) · nF ‖0,F ≤ C

∑
F∈EK

h
1/2
F ‖wF ‖0,F , (5.41)

where wF is defined in (5.36). By the orthogonality property of {Lj,F }kj=0 and the definition of414

w̃F , we have415

‖wF ‖
2
0,F =

∫
∂K

(σ̂K − σ̃K) · n w̃F ds.

It then follows from (4.18), integration by parts, the Cauchy-Schwarz inequality, and (5.37) that416

‖wF ‖
2
0,F =

∫
K
σ̃K · ∇w̃F dx+

∫
K
f w̃F dx−

∫
K
σ̃K · ∇w̃F dx−

∫
K

(∇ · σ̃K) w̃F dx

=
∫
K

(f −∇ · σ̃K) w̃
F
dx ≤ C h

1/2
F ‖f −∇ · σ̃K‖0,K‖wF

‖0,F ,
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which implies417

‖w
F
‖0,F ≤ Ch

1/2
F ‖f −∇ · σ̃K‖0,K .

Together with (5.41), we have418

ησ,K ≤ λ
−1/2
K ‖σ̂K − σ̃K‖0,K ≤ C

hK√
λK
‖f −∇ · σ̃K‖0,K .

Now (5.40) is a direct consequence of the following efficiency bound of the element residual (see,419

e.g., [8]):420

hK√
λK
‖f −∇ · σ̃K‖K ≤ C

(∥∥∥A1/2∇(u− uT )
∥∥∥

0,K
+ hK√

λK

∥∥∥f − fk−1

∥∥∥
0,K

)
.

This completes the proof of the theorem.421

422

5.3 Local Efficiency for ηρ,K423

In this section, we establish local efficiency bound for the nonconforming error indicator ηρ,K424

defined in (4.26).425

Lemma 5.7. There exists a positive constant C that is independent of the mesh size and the426

jump of the coefficient such that427

ηρ,K ≤ C ‖A1/2∇h(u− uT )‖0,ωK , ∀K ∈ T . (5.42)

Proof. By (4.22), it is easy to see that ‖ (ρ̂K − ρ̃K) · tF ‖0,F = 0 for all F ∈ EK implies that428

‖ρ̂K − ρ̃K‖0,K = 0. By the equivalence of norms in a finite dimensional space and the scaling429

argument, we have430

‖ρ̂K − ρ̃K‖0,K ≤ C
∑
F∈EK

h
1/2
F ‖(ρ̂K − ρ̃K) · tF ‖0,F . (5.43)

Without loss of generality, assume that K is an interior element. By (4.22), a direct calculation431

gives432

(ρ̂K − ρ̃K)
∣∣
F
· tF =


(θF − 1)[[ρ̃ · tF ]]|F , if K = K−F ,

θF [[ρ̃ · tF ]]|F , if K = K+
F

(5.44)

for all F ∈ EK . It is also easy to verify that433 (
Λ−F
)1/2

(1− θF ) ≤
(

Λ−FΛ+
F

Λ−F + Λ+
F

)1/2

and
(
Λ+
F

)1/2
θF ≤

(
Λ−FΛ+

F

Λ−F + Λ+
F

)1/2

. (5.45)

Combining (5.43), (5.44), and (5.45) gives434

ηρ,K ≤ Λ1/2
K

∥∥ρ̂K − ρ̃K∥∥K ≤ C ∑
F∈EK

(
Λ−FΛ+

F

Λ−F + Λ+
F

)1/2

h
1/2
F

∥∥[[ρ̃T · tF ]]
∥∥

0,F . (5.46)

Now, (5.42) is a direct consequence of (5.46) and the following efficiency bound for the jump of435

tangential derivative on edges436 (
Λ−FΛ+

F

Λ−F + Λ+
F

)1/2

h
1/2
F

∥∥[[ρ̃ · tF ]]
∥∥

0,F ≤ C
∥∥A1/2∇(u− uT )

∥∥
0,ωF

for all F ∈ EI . This completes the proof of the lemma.437
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6 Numerical Result438

In this section, we report numerical results on two test problems. The first one is on the Crouziex-439

Raviart nonconforming finite element approximation to the Kellogg benchmark problem [29]. This440

is an interface problem in (2.1) with Ω = (−1, 1)2, ΓN = ∅, f = 0,441

A(x) =
{

161.4476387975881, in (0, 1)2 ∪ (−1, 0)2,

1, in Ω \ ([0, 1]2 ∪ [−1, 0]2),

and the exact solution in the polar coordinates is given by u(r, θ) = r0.1µ(θ), where µ(θ) is a442

smooth function of θ.443

Starting with a coarse mesh, Figure 1 depicts the mesh when the relative error is less than444

10%. Here the relative error is defined as the ratio between the energy norm of the true error445

and the energy norm of the exact solution. Clearly, the mesh is centered around the singularity446

(the origin) and there is no over-refinement along interfaces. Figure 2 is the log-log plot of the447

energy norm of the true error and the global error estimator η versus the total number of degrees448

of freedom. It can be observed that the error converges in an optimal order (very close to −1/2)449

and that the efficiency index, i.e.,450
η

‖A1/2∇h(u− uT )‖
is close to one when the mesh is fine enough.

Figure 1: Kellogg problem: final mesh.
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Figure 2: Error comparison.
451

With f = 0 for the Kellogg problem, we note that ησ = 0, therefore, η = ηρ. Even though for452

the nonconforming error we recover a gradient that is not curl free, (thus we were not be able to453

prove that the reliability constant is 1 for the nonconforming error) the numerics still shows the454

behavior of asymptotic exactness, i.e., when the mesh is fine enough the efficiency index is close455

to 1.456

For the second test problem, we consider a Poisson L-shaped problem that has a nonzero457

conforming error ησ. On the L-shaped domain Ω = [−1, 1]2 \ [0, 1]× [−1, 0], the Poisson problem458

(A = I) has the following exact solution459

u(r, θ) = r2/3 sin((2θ + π)/3) + r2/2.
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The numerics is based on the Crouziex-Raviart finite element approximation. With the relative460

error being less than 0.75%, the final mesh generated the adaptive mesh refinement algorithm461

is depicted in Figure 3. Clearly, the mesh is relatively centered around the singularity (origin).462

Comparison of the true error and the estimator is presented in Figure 4. It is obvious that the463

error converges in an optimal order (very close to −1/2) and that the efficiency index is very close464

to 1 for all iterations.465

Figure 3: L-shape problem: final mesh.
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Figure 4: Error comparison.
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