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Abstract
We consider in this paper numerical approximation and simulation of a two-species Keller-
Segel model. The model enjoys an energy dissipation law, mass conservation and bound
or positivity preserving for the population density of two species. We construct a class of
very efficient numerical schemes based on the generalized scalar auxiliary variable with
relaxation which preserve unconditionally the essential properties of the model at the dis-
crete level. We conduct a sequence of numerical tests to validate the properties of these
schemes, and to study the blow-up phenomena of the model in a three-dimensional domain
in parabolic-elliptic form and parabolic-parabolic form.

Keywords Two-species Keller-Segel model · Bound/positivity preserving · Energy
dissipation · Blow-up

Mathematics Subject Classification 92C17 · 65M12 · 65M70 · 35Q35

1 Introduction

We consider in this paper the following Keller-Segel (KS) model [2, 28] involving two
chemotactic species and a chemoattractant

∂ρ1

∂t
= κ1�ρ1 − χ1∇ · (η(ρ1)∇c) , x ∈ �, t ∈ (0, T ], (1.1)

∂ρ2

∂t
= κ2�ρ2 − χ2∇ · (η(ρ2)∇c) , x ∈ �, t ∈ (0, T ], (1.2)
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τ
∂c

∂t
= β�c − αc + γ1ρ1 + γ2ρ2, x ∈ �, t ∈ (0, T ], (1.3)

subjected to suitable initial conditions

ρ1|t=0 = ρ10, ρ2|t=0 = ρ20, c|t=0 = c0, (1.4)

in a three-dimensional (3D) bounded domain � ⊂R
3 with either

• periodic boundary conditions; or
• no-flux boundary condition on ρ1, ρ2, and Neumann boundary condition on c, i.e.,

κ1
∂ρ1

∂n
− χ1η(ρ1)

∂c

∂n
= 0, κ2

∂ρ2

∂n
− χ2η(ρ2)

∂c

∂n
= 0,

∂c

∂n
= 0, (1.5)

where n is the outward unit-normal to the boundary ∂�.

In the above, functions ρ1 = ρ1(x, y, z, t) and ρ2 = ρ2(x, y, z, t) denote population density
of the two species, c = c(x, y, z, t) is the concentration of a chemoattractant which attracts
the two species, and the function η(ρi) ≥ 0 with η(0) = 0 describes the concentration-
dependent mobility. Unless stated otherwise, we set η(ρi) = ρi (i = 1,2). Parameters κ1,
κ2, β are positive diffusion coefficients, χ1 and χ2 are positive sensitivity coefficients of the
two species to the chemoattractant, γi (i = 1,2) represents the production rate of chemoat-
tractant, while α ≥ 0 is the consumption rate of chemoattractant.

The above model is a parabolic-elliptic system when τ = 0, and a parabolic-parabolic
system when τ > 0.1 The model is an extension of the classical KS model which was first
proposed in [25, 30] to describe the movement of cells and organisms in response to the
concentration gradient of a chemoattractant. There are abundant researches on the classical
KS system as well as its various extensions (see, e.g., [1, 16, 17] and references therein).
In particular, the multi-species KS model in [13, 36] describes the chemotaxis of different
species living together in a biofilm or a ecosystem.

Many studies have demonstrated multi-species KS systems. Even two species exhibit
different behaviours from the single species. For instance, Espejo et al. [10] examined a two-
species system with τ = 0, κ1 = β = γ1 = γ2 = 1 and αc ≡ 1, and established conditions
for both global existence of solutions and finite time blow-up in a two-dimensional ball with
radial symmetry. In a separate study [11], Espejo et al. determined a range of parameters
that guarantees simultaneous blow-up for non-radial solutions in the whole space R2. Conca
et al. [7] investigated the two-species model with τ = α = 0 and κ2 = β = γ1 = γ2 = 1
in R

2 and analyzed conditions on the initial data, without any symmetry assumptions, that
lead to blow-up or global existence in time. Later, Espejo et al. [12] improved the global
existence results in R

2, and summarized the results for global existence and blow-up in R
2.

For higher-dimensional cases, only a few studies have focused on the blow-up solutions of
the two-species KS model. Biler et al. [2] studied blow-up properties of the parabolic-elliptic
system in R

d (d ≥ 3) with τ = α = 0 and β = γ1 = γ2 = 1. Li et al. [28] demonstrated that
the parabolic-parabolic system with τ = κ1 = κ2 = β = 1 for dimension d ≥ 3 in a ball Rd

with radial initial condition may blow up in finite time.
The blow-up described above can be explained as chemotactic collapse [14], which sug-

gests that, under suitable circumstances, an entire population can concentrate in a single

1In the particular case with τ = α = 0, the equation (1.3) should be adjusted to −β�c = γ1ρ1 + γ2ρ2 −
γ1〈ρ1〉 − γ2〈ρ2〉 with 〈ρi 〉 = 1

|�|
∫
� ρidx (i = 1,2), due to the compatibility with the boundary conditions

involved [23, 29].
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point within a finite time. Mathematically, this corresponds to the formation of a Dirac
delta-type singularity in finite time. However, Velázquez [33] emphasized that blow-up is
a property that cannot be expected to take place for the magnitudes that describe the be-
havior of biological or physical systems. Typically, it does not indicate a real singularity,
but rather a change in orders of magnitude of some quantity that characterizes the state
of a system. For the classical KS model, the blow-up phenomena have been investigated
analytically in, e.g., [3, 8], and numerically in [6, 26] where a series of comparative nu-
merical studies on two-species chemotaxis models were conducted and some open ques-
tions related to possible blow-up in 2D domains were addressed. However, very few results,
if any, are currently available for simulating blow-up of two-species chemotaxis models
in 3D.

Many modifications to the classical KS model have been proposed to eliminate blow-
up, such as bounded chemotaxis sensibilities, additional cross-diffusion term, degenerate
cell diffusion, and logistic sources [16, 22, 27, 32]. For instance, Hillen et al. [15] as-
sumed that the chemotactic response is switched off at high cell density, which success-
fully prevented overcrowding of the classical KS model. Their numerical simulations also
showed interesting phenomena of pattern formation and stable aggregate formation. Fur-
thermore, numerical studies in [6, 26] indicated that this modification is also effective to
prevent blow-up for two-species chemotaxis models in 2D domains. On the other hand,
Velázquez [33] introduced a small parameter ε and studied the evolution of the solutions
of the classical KS model beyond the blow-up time for the limit problem. We are naturally
curious whether these modifications will also prevent blow-up of the two-species KS model
in 3D.

It is challenging to construct numerical schemes, particularly with higher-order, that pre-
serve essential properties, such as bound/positivity, mass conservation, and energy dissipa-
tion, of the KS systems [5, 16–18, 24, 35]. Huang and Shen developed in [19] a new class
of bound/positivity preserving and energy stable schemes, which can also be higher-order,
by combining generalized SAV (GSAV) approach and the function transform approach. In
a earlier work [21], we developed the GSAV approach with relaxation (R-GSAV) [37] and
to construct bound/positivity preserving schemes for the one-specie Patlak-Keller-Segel-
Navier-Stokes system. The main purposes of this paper are as follows:

1. to extend the schemes proposed in [21] for the Patlak-Keller-Segel-Navier-Stokes system
to the 3D two-species KS model (1.1)-(1.5);

2. to apply the proposed numerical scheme to simulate the 3D two-species KS model, verify
the accuracy of theoretical results on blow-up in [2, 28], and explore the open question
of whether solutions of the 3D parabolic-parabolic model blow up with non-radial initial
data; and

3. to explore how the model (1.1)-(1.5) can be reasonably modified to avoid blow-up while
still capturing essential chemotaxis phenomena.

The rest of the paper is organized as follows. Section 2 presents some basic properties
of the two-species KS model (1.1)-(1.5) and reviews key theoretical results on blow-up in
[2, 28]. In Sect. 3, we propose a class of efficient R-GSAV schemes and proves that they
satisfy essential properties such as bound/positivity preservation, unconditionally energy
dissipation and mass conservation. We conduct in Sect. 4 a series of numerical experiments
to validate the accuracy of the proposed schemes and investigate the blow-up phenomena
under different scenarios. Some concluding remarks are presented in Sect. 5.
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2 Properties of the Two-Species KS Model

We start with some basic properties of the two-species KS model (1.1)-(1.5).
Firstly, we can deduce the mass conservation

d

dt

∫

�

ρidx = 0, i = 1,2 (2.1)

by integrating (1.1) and (1.2) over � under either periodic or no-flux boundary conditions.
Secondly, it is easy to show that the two-species KS model is dissipative with the free

energy

Etot (ρ1, ρ2, c) =
∫

�

(
γ1κ1

χ1
f (ρ1) + γ2κ2

χ2
f (ρ2) − γ1ρ1c − γ2ρ2c + β

2
|∇c|2 + α

2
c2

)

dx,

(2.2)
where the function f (ρi) is determined by f ′′(ρi) = 1

η(ρi )
. As we stated earlier that η(ρi) =

ρi , we can choose f (ρi) = ρi logρi − ρi with ρi ∈ (0,+∞) (i = 1,2) [31].
Thanks to the identity �ρi = ∇ · (∇f ′(ρi )

f ′′(ρi )
), we can rewrite (1.1)-(1.3) as a gradient flow

about (ρ1, ρ2, c)

∂ρ1

∂t
= κ1∇ ·

(∇f ′(ρ1)

f ′′(ρ1)

)

− χ1∇ · (η(ρ1)∇c)

= ∇ · (η(ρ1)∇
(
κ1f

′(ρ1) − χ1c
))

= χ1

γ1
∇ ·

(

η(ρ1)∇
(

γ1κ1

χ1
f ′(ρ1) − γ1c

))

= χ1

γ1
∇ ·

(

η(ρ1)∇ δEtot

δρ1

)

, (2.3)

where δEtot

δρ1
= γ1κ1

χ1
f ′(ρ1) − γ1c. Similarly,

∂ρ2

∂t
= χ2

γ2
∇ ·

(

η(ρ2)∇ δEtot

δρ2

)

, (2.4)

where δEtot

δρ2
= γ2κ2

χ2
f ′(ρ2) − γ2c. Additionally,

τ
∂c

∂t
= β�c − αc + γ1ρ1 + γ2ρ2 = −δEtot

δc
. (2.5)

Furthermore, taking the inner products of (2.3) with δEtot

δρ1
, (2.4) with δEtot

δρ2
and (2.5) with

∂c
∂t

, by equal quantity replacement and integration by parts, we sum up them and obtain the
energy dissipative law

dEtot (ρ1, ρ2, c)

dt
= −

∫

�

(
χ1

γ1
η(ρ1)

(

∇ δEtot

δρ1

)2

+ χ2

γ2
η(ρ2)

(

∇ δEtot

δρ2

)2

+ τ

(
∂c

∂t

)2
)

dx.

(2.6)
Now we review some theoretical results on blow-up solutions of the two-species KS

model in high-dimensional domains. In [2], the authors derived the blow-up condition of the
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parabolic-elliptic two-species KS model with τ = α = 0 and β = γ1 = γ2 = 1 in R
d (d ≥ 3).

More precisely, it is shown that if the initial data satisfy the inequality

L :=
(

m1(0)

χ1
+ m2(0)

χ2

M1 + M2

) d
2 −1

< R := (2 max {χ1, χ2})1− d
2

2dσd

(M1 + M2)
2

κ1
χ1

M1 + κ2
χ2

M2
, (2.7)

then, the solutions ρ1 and ρ2 of the model blow up in finite time, in the sense that

lim
t→T

(‖ρ1(t)‖p + ‖ρ2(t)‖p

) = ∞ (2.8)

for some 0 < T < ∞ and all p > 1. In the above, Mi = ∫
Rd ρi0(x)dx, mi(0) = ∫

Rd ρi0 | x −
xi |2 dx, xi = ∫

Rd xρi0dx (i = 1,2) and σd = dπ
d
2

�( d
2 +1)

which is associated with the functional

solution of Laplace’s equation, where ρi0 (i = 1,2) is the initial data in (1.4). It is shown in
[28] that the parabolic-parabolic two-species KS model with τ = κ1 = κ2 = β = 1 in a ball
Br ⊂ R

d (d ≥ 3) may blow-up in finite time. More precisely, it is proved that for any initial
mass Mi > 0 (i = 1,2), there exists radial initial data (ρ10, ρ20, c0) ∈ (C0(Br))

2 ×W 1,∞(Br)

such that the corresponding solutions blow up in a finite time, in the sense that

lim
t→T

(‖ρ1(t)‖L∞(Br )
+ ‖ρ2(t)‖L∞(Br )

) = ∞ (2.9)

for some 0 < T < ∞.
It is known that the blow-up phenomena of the one-specie KS model (ρ1 = ρ2 = ρ) can

be prevented by modifying the mobility function η(ρ) as follows:

• a bounded mobility modification: η(ρ) = ρ

1+ερ
(ε > 0), f (ρ) = ρ logρ − ρ + ε

2 ρ2 with
ρ ∈ (0,+∞) [33, 34]; and

• a saturation concentration modification: η(ρ) = ρ(1 − ρ

S
) (S > 0), f (ρ) = ρ logρ + (S −

ρ) log(1 − ρ

S
) with ρ ∈ (0, S) [9, 15].

We will modify the concentration-dependent mobility η(ρi) = ρi in the two-species KS
model (1.1)-(1.5) to η(ρi) = ρi

1+ερi
and η(ρi) = ρi(1 − ρi

S
) (i = 1,2), and study whether the

blow-up in parabolic-elliptic form and parabolic-parabolic form will be prevented or not.

3 Positivity/Bound Preserving R-GSAV Schemes

We construct below fully decoupled R-GSAV schemes for the two-species KS system
(1.1)-(1.5).

Firstly, to preserve the positivity of the population density ρi ∈ (0,+∞), we use the
function transform

ρi = exp(vi), i = 1,2. (3.1)

Substituting the above into (1.1) and (1.2) respectively, we obtain

∂vi

∂t
= κi�vi + κi |∇vi |2 − χi

exp(vi)
∇ · (η(ρi)∇c) , i = 1,2. (3.2)
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Remark 3.1 For the modified two-species KS model with η(ρi) = ρi

1+ερi
(i = 1,2), we can

use the same transform (3.1) to preserve positivity. On the other hand, for the modified
two-species KS model with η(ρi) = ρi(1 − ρi

S
) (i = 1,2), we can use the transform

ρi = S

2
tanh(vi) + S

2
, i = 1,2. (3.3)

to preserve the bound of ρi ∈ (0, S). Substituting (3.3) into (1.1) and (1.2) respectively, we
obtain, instead of (3.2), that

∂vi

∂t
= κi�vi + κi

tanh′′(vi)

tanh′(vi)
|∇vi |2 − 2χi

S tanh′(vi)
∇ · (η(ρi)∇c) , i = 1,2. (3.4)

To fix the idea, we consider η(ρi) = ρi below, as other cases can be treated similarly.
Following [19, 20], we have Etot (ρ1, ρ2, c) := E1(ρ1, ρ2, c) + E0(c) with

E1(ρ1, ρ2, c) :=
∫

�

(
γ1κ1

χ1
f (ρ1) + γ2κ2

χ2
f (ρ2) − γ1ρ1c − γ2ρ2c + α

4
c2

)

dx,

E0(c) :=
∫

�

(
β

2
|∇c|2 + α

4
c2

)

dx.

Since f (ρi) = ρi log(ρi) − ρi (i = 1,2) is strictly convex, the function E1(ρ1, ρ2, c) is
bounded from below. Hence, there exists C0 > 0 such that E1(ρ1, ρ2, c) ≥ −C0 +1 for all ρ1,
ρ2 and c. It is clear that E0(c) is non-negative. Therefore, E(ρ1, ρ2, c) := Etot (ρ1, ρ2, c) +
C0 ≥ 1. We can introduce a SAV

r(t) := E(ρ1, ρ2, c), (3.5)

we expand the system (1.1)-(1.3) after applying the function transform (3.1) for the two
species ρ1 and ρ2 and introducing the SAV r(t) into the energy dissipative law (2.6) as

∂v1

∂t
= κ1�v1 + κ1|∇v1|2 − χ1

exp(v1)
∇ · (η(ρ1)∇c) , (3.6)

∂v2

∂t
= κ2�v2 + κ2|∇v2|2 − χ2

exp(v2)
∇ · (η(ρ2)∇c) . (3.7)

ρ1 = exp(v1), ρ2 = exp(v2), (3.8)

τ
∂c

∂t
= β�c − αc + γ1ρ1 + γ2ρ2, (3.9)

dr

dt
= − r

E(ρ1, ρ2, c)
G(ρ1, ρ2, c), (3.10)

where G(ρ1, ρ2, c) = ∫
�

(
χ1
γ1

η(ρ1)
(
∇ δEtot

δρ1

)2 + χ2
γ2

η(ρ2)
(
∇ δEtot

δρ2

)2 + τ
(

∂c
∂t

)2
)

dx ≥ 0, and

the boundary conditions are periodic or

κ1
∂v1

∂n
− χ1η(ρ1)

exp(v1)

∂c

∂n
= 0, κ2

∂v2

∂n
− χ2η(ρ2)

exp(v2)

∂c

∂n
= 0,

∂c

∂n
= 0, on ∂�. (3.11)

We construct k-th order fully decoupled and positivity preserving R-GSAV schemes for the
above system based on the k-th order implicit-explicit BDF formula as follows.
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Scheme 3.1 (k-th order fully decoupled and positivity preserving R-GSAV schemes) Given
(vj

1 , v
j

2 , ρj , cj , rj ), j = n,n − 1, . . . , n − k + 1, we find (vn+1
1 , vn+1

2 , ρn+1, cn+1, rn+1) as
follows:

Step 1. Find vn+1
1 , vn+1

2 by solving the following linear equations with constant coeffi-
cients:

αkv
n+1
1 − Ak(v

n
1 )

δt
− κ1�vn+1

1 = κ1|∇Bk(v
n
1 )|2 − χ1

exp
(
Bk(v

n
1 )

)∇ · (η (
Bk(ρ

n
1 )

)∇Bk(c
n)

)
,

(

κ1 exp(Bk(v
n
1 ))

∂vn+1
1

∂n
− χ1η

(
Bk(ρ

n
1 )

) ∂Bk(c
n)

∂n

)

|∂�= 0,

(3.12)

αkv
n+1
2 − Ak(v

n
2 )

δt
− κ2�vn+1

2 = κ2|∇Bk(v
n
2 )|2 − χ2

exp
(
Bk(v

n
2 )

)∇ · (η (
Bk(ρ

n
2 )

)∇Bk(c
n)

)
,

(

κ2 exp(Bk(v
n
2 ))

∂vn+1
2

∂n
− χ2η

(
Bk(ρ

n
1 )

) ∂Bk(c
n)

∂n

)

|∂�= 0.

(3.13)
Step 2. Compute the following quantities directly:

ρ̄1
n+1 = exp(vn+1

1 ), ρ̄2
n+1 = exp(vn+1

2 ), (3.14)

λn+1
1 =

∫
�

Ak(ρ
n
1 )dx

∫
�

αkρ̄
n+1
1 dx

, λn+1
2 =

∫
�

Ak(ρ
n
2 )dx

∫
�

αkρ̄
n+1
2 dx

, (3.15)

ρn+1
1 = λn+1

1 ρ̄n+1
1 , ρn+1

2 = λn+1
2 ρ̄n+1

2 . (3.16)

Step 3. Find cn+1 by solving the following linear equations with constant coefficients:

τ
αkc̄

n+1 − Ak(c̄
n)

δt
− β�c̄n+1 + αc̄n+1 = γ1ρ

n+1
1 + γ2ρ

n+1
2 ,

∂c̄n+1

∂n
|∂�= 0. (3.17)

Step 4. Compute the following quantities directly:

r̃n+1 − rn

δt
= − r̃n+1

E(ρn+1
1 , ρn+1

2 , cn+1)
G(ρn+1

1 , ρn+1
2 , cn+1), (3.18)

ξn+1 = r̃n+1

E(ρn+1
1 , ρn+1

2 , cn+1)
, (3.19)

ηn+1
k = 1 − (

1 − ξn+1
)k

, (3.20)

cn+1 = ηn+1
k cn+1. (3.21)

Step 5. Determine ζ n+1
0 (see Theorem 3.1 below) in the admissible set

V =
{
ζ ∈ [0,1]s.t. r

n+1 − r̃n+1

δt
= −γ n+1G(ρn+1

1 , ρn+1
2 , cn+1)+ r̃n+1G(ρn+1

1 , ρn+1
2 , cn+1)

E(ρn+1
1 , ρn+1

2 , cn+1)

}
,

(3.22)
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with γ n+1 ≥ 0 to be determined so that V is not empty, and update rn+1 with

rn+1 = ζ n+1
0 r̃n+1 + (1 − ζ n+1

0 )E(ρn+1
1 , ρn+1

2 , cn+1). (3.23)

In the above αk , Ak and Bk (k = 1,2,3) are given by:
first-order scheme:

α1 = 1, A1 (vn) = vn, B1 (wn) = wn;
second-order scheme:

α2 = 3

2
, A2 (vn) = 2vn − 1

2
vn−1, B2 (wn) = 2wn − wn−1;

third-order scheme:

α3 = 11

6
, A3 (vn) = 3vn − 3

2
vn−1 + 1

3
vn−2, B3 (wn) = 3wn − 3wn−1 + wn−2.

The formula for k = 4,5,6 can be derived similarly.

Remark 3.2 We note that Scheme 3.1 is fully decoupled and can be solved sequentially. The
main computational costs are: (i) Solving vn+1

1 from (3.12); (ii) Solving vn+1
2 from (3.13);

and (iii) Solving cn+1 from (3.17). These are all elliptic equations with constant coefficients,
which can be solved very efficiently.

We now discuss how to determine ζ n+1
0 and γ n+1. Plugging the equation (3.23) into

(3.22), we observe that if we choose ζ n+1
0 and γ n+1 such that

(
r̃n+1 − E(ρn+1

1 , ρn+1
2 , cn+1)

)
ζ n+1

0

= r̃n+1 − E(ρn+1
1 , ρn+1

2 , cn+1) − δtγ n+1G(ρn+1
1 , ρn+1

2 , cn+1)

+ δt
r̃n+1G(ρn+1

1 , ρn+1
2 , cn+1)

E(ρn+1
1 , ρn+1

2 , cn+1)
, (3.24)

then, ζ n+1
0 ∈ V .

The choice of ζ n+1
0 and γ n+1 as well as properties of Scheme 3.1 are summarized in the

theorem below.

Theorem 3.1 We choose ζ n+1
0 in (3.23) and γ n+1 in (3.22) as follows:

1. If r̃n+1 = E(ρn+1
1 , ρn+1

2 , cn+1), we set ζ n+1
0 = 0 and γ n+1 =

r̃n+1G(ρn+1
1 ,ρn+1

2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)G(ρn+1
1 ,ρn+1

2 ,cn+1)
.

2. If r̃n+1 > E(ρn+1
1 , ρn+1

2 , cn+1), we set ζ n+1
0 = 0 and γ n+1 = r̃n+1−E(ρn+1

1 ,ρn+1
2 ,cn+1)

δtG(ρn+1
1 ,ρn+1

2 ,cn+1)
+

r̃n+1G(ρn+1
1 ,ρn+1

2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)G(ρn+1
1 ,ρn+1

2 ,cn+1)
.

3. If r̃n+1 < E(ρn+1
1 , ρn+1

2 , cn+1) and r̃n+1 −E(ρn+1
1 , ρn+1

2 , cn+1)+δt
r̃n+1G((ρn+1

1 ,ρn+1
2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)
≥

0, we set ζ n+1
0 = 0 and γ n+1 = r̃n+1−E(ρn+1

1 ,ρn+1
2 ,cn+1)

δtG(ρn+1
1 ,ρn+1

2 ,cn+1)
+ r̃n+1G(ρn+1

1 ,ρn+1
2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)G(ρn+1
1 ,ρn+1

2 ,cn+1)
.
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4. If r̃n+1 < E(ρn+1
1 , ρn+1

2 , cn+1) and r̃n+1 −E(ρn+1
1 , ρn+1

2 , cn+1)+ δt
r̃n+1G(ρn+1

1 ,ρn+1
2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)
<

0, we set ζ n+1
0 = 1 − δt r̃n+1G(ρn+1

1 ,ρn+1
2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)(E(ρn+1
1 ,ρn+1

2 ,cn+1)−r̃n+1)
and γ n+1 = 0.

Then, (3.24) is satisfied in all cases above and ζ n+1
0 ∈ V . Besides, given ρ

j

i > 0 such that

∫

�

ρ
j

i dx =
∫

�

ρ0
i dx, i = 1,2, j = n,n − 1, . . . , n − k + 1. (3.25)

The Scheme 3.1 is uniquely solvable and satisfies the following properties unconditionally:

• Positivity preserving: ρn+1
i > 0 (i = 1,2).

• Mass conserving:
∫

�
ρn+1

i dx = ∫
�

ρ0
i dx (i = 1,2).

• Given rn ≥ 0, we have rn+1 ≥ 0, ξn+1 ≥ 0, and the Scheme 3.1 with the above choice of
ζ n+1

0 and γ n+1 is unconditionally energy stable in the sense that

rn+1 − rn = −δtγ n+1G(ρn+1
1 , ρn+1

2 , cn+1) ≤ 0. (3.26)

Moreover,

rn+1 ≤ E(ρn+1
1 , ρn+1

2 , cn+1), ∀n. (3.27)

• There exists constant Sk , such that

E0(c
n) =

∫

�

(
β

2
|∇cn|2 + α

4
(cn)2

)

dx ≤ S2
k , ∀n. (3.28)

Proof From (3.14), we have ρ̄n+1
i > 0 (i = 1,2).

Based on (3.25) and the definition of coefficients αk and Ak , we have
∫

�

Ak(ρ
n
i )dx = αk

∫

�

ρ0
i dx, i = 1,2. (3.29)

Followed by (3.29) and (3.15), we obtain

λn+1
∫

�

ρ̄i
n+1dx =

∫

�

ρ0
i dx, i = 1,2. (3.30)

Thanks to ρ̄n+1
i > 0, we know that λn+1

i > 0. Then (3.16) implies ρn+1
i > 0. Therefore, we

derive that
∫

�
ρn+1

i dx = ∫
�

ρ0
i dx (i = 1,2).

Given rn ≥ 0, it follows from (3.18) that

r̃n+1 = rn

1 + δt
G(ρn+1

1 ,ρn+1
2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)

≥ 0 (3.31)

since that G(ρn+1
1 , ρn+1

2 , cn+1) ≥ 0 and E(ρn+1
1 , ρn+1

2 , cn+1) > 0. Then (3.19) implies ξn+1 ≥
0 and (3.23) implies rn+1 ≥ 0. Additionally, we get (3.26) by combining (3.18) and (3.22).

In Cases 1-3, we have ζ n+1
0 = 0 so rn+1 = E(ρn+1

1 , ρn+1
2 , cn+1). In Case 4, due to ζ n+1

0 =
1 − δt r̃n+1G(ρn+1

1 ,ρn+1
2 ,cn+1)

E(ρn+1
1 ,ρn+1

2 ,cn+1)(E(ρn+1
1 ,ρn+1

2 ,cn+1)−r̃n+1)
∈ [0,1] and r̃n+1 < E(ρn+1

1 , ρn+1
2 , cn+1), we know

that rn+1 ≤ E(ρn+1
1 , ρn+1

2 , cn+1) from (3.23).
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We denote S0 := r0 = E(ρ1(·,0), ρ2(·,0), c(·,0)) and have r̃n+1 ≤ S0 (∀n) from (3.26)
and (3.31). As we stated before that E1(ρ1, ρ2, c) + C0 ≥ 1 for all ρ1, ρ2 and c, we derive
from (3.19) that

| ξn+1 |= r̃n+1

Etot (ρ
n+1
1 , ρn+1

2 , cn+1) + C0
≤ S0

E0(c
n+1) + 1

. (3.32)

For ηn+1
k = 1 − (

1 − ξn+1
)k

, there exists a polynomial Pk−1 of k − 1 and a constant Sk > 0
such that

| ηn+1
k |=| ξn+1Pk−1(ξ

n+1) |≤ Sk

E0(c
n+1) + 1

. (3.33)

Indeed,
√

A ≤ A + 1 for all A ≥ 0. Therefore, we derive from (3.20) that

√
E0(cn+1) =| ηn+1

k |
√

E0(c
n+1) ≤ Sk,

That is,

E0(c
n) =

∫

�

(
β

2
|∇cn|2 + α

4
(cn)2

)

dx ≤ S2
k , ∀n.

The proof is complete. �

Remark 3.3 Note that in most cases, we can choose ζ n+1
0 = 0 such that rn+1 = E(ρn+1, cn+1,

un+1) holds. In these cases, we can derive from (3.26) and (3.27) that

E(ρn+1
1 , ρn+1

2 , cn+1) = rn+1 ≤ rn ≤ E(ρn
1 , ρn

2 , cn),

i.e., the original energy is also dissipative when ζ n+1
0 = 0.

We observe that the above result also applies to fully discretized versions of Scheme 3.1
with Galerkin-type spatial discretizations with consistent discrete integration by parts.

4 Numerical Simulations and Discussions

We start with verifying the accuracy of fully decoupled R-GSAV schemes for the two-
species KS model (1.1)-(1.3). Then, we conduct a series of numerical experiments to in-
vestigate blow-up of the model in 3D domains. We first validate the blow-up theoretical
results for the model in parabolic-elliptic form [2] and in parabolic-parabolic form [28], re-
spectively, and then explore blow-up with non-radial conditions for the parabolic-parabolic
model, which lacks theoretical support. Finally, we modify the classical two-species KS
model to eliminate blow-up and present simulations of some interesting chemotaxis phe-
nomena.

For the sake of simplicity, we only consider the periodic boundary conditions in this
section, and use the Fourier spectral method for which our schemes lead to diagonal systems
at each time step. So they are very efficient and spectrally accurate in space. In all the
numerical examples presented below, essential properties of the two-species KS model are
preserved, namely, the minimum of ρi (i = 1,2) remains to be non-negative, the mass of ρi

(i = 1,2) is conserved, and the total energy is dissipative.
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Fig. 1 The convergence in L2-norm for the two-species KS model

4.1 Accuracy Test

We test the accuracy of Scheme 3.1 (k = 1,2,3) for the two-species KS system (1.1)-(1.3)
in � = (0,2)3. We set all coefficients in (1.1)-(1.3) equal to one, and consider the exact
solutions:

⎧
⎪⎪⎨

⎪⎪⎩

ρ1 = sin(πx) sin(πy) sin(πz) sin(t) + 1.1,

ρ2 = cos(πx) cos(πy) cos(πz) sin(t) + 1.1,

c = sin(πx) sin(πy) sin(πz) sin(t) + 1.1,

(4.1)

with a corresponding external forcing term on the right hand side. The initial data are de-
termined by exact solutions. We apply the Fourier-spectral method in space with modes
N = 40 in each spatial direction, so that the spatial discretization error is negligible with
respect to the time discretization error. The expected convergence rates in the L2-norm at
T = 1 are shown in Fig. 1.

4.2 Blow-up of the Parabolic-Elliptic Model

Next, we use the third order Scheme 3.1 (k = 3) to simulate the two-species KS model
in parabolic-elliptic form with τ = α = 0 and β = γ1 = γ2 = 1 in a bounded domain � =
(−1,1)3. We perform a series of numerical simulations to verify the blow-up condition (2.7)
and investigate effects of parameters on the blow-up.

Example 1 Blow-up with M1 = M2 < 8π . We set κ1 = κ2 = χ1 = χ2 = 1 for the parabolic-
elliptic model and initial data

ρ10 = ρ20 = 35 exp
(−4

(
x2 + y2 + z2

))
. (4.2)

Note that the initial masses of the two species ρ1 and ρ2 are M1 = M2 ≈ 24.02 < 8π ,
according to (2.7) we have L ≈ 0.3462 and R ≈ 0.4506. Hence, the blow-up condition
(2.7) is satisfied. We use Fourier modes N = 200 in each direction, and set the time step to
dt = 1e − 4. The results are plotted in Fig. 2. In Fig. 2 (a), we observe that the maxima of ρ1

and ρ2 increase rapidly as their orders of magnitude increase from 1 to 4, and they blow up
simultaneously in finite time. On the other hand, the minima of ρ1 and ρ2 are always non-
negative in Fig. 2 (b), which indicates the positivity of population densities is preserved.
Figure 2 (c) and (d) demonstrate that the mass of population density is conserved, and the
total energy is dissipative in the whole process.
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Fig. 2 Example 1: Evolutions of max ρi , min ρi , mass of ρi (i = 1,2) and total energy Etot with N = 200,
dt = 1e − 4 and N = 400, dt = 5e − 5

Fig. 3 Example 2: Evolutions of
max ρi (i = 1,2) with N = 200,
dt = 1e − 4 and N = 400,
dt = 5e − 5

To further verify the blow-up, a mesh refinement study with N = 400 and dt = 5e − 5
is performed and the results are also plotted in Fig. 2. Compared with N = 200 and dt =
1e − 4, we observe a slight change in the maxima of ρi (i = 1,2), but the minima, mass of
ρi (i = 1,2), and the total energy are almost unchanged compared. It also indicates that ρi

(i = 1,2) had blown up by the time t = 0.046.

Example 2 Blow-up with M1 = M2 > 8π . We keep κ1 = κ2 = χ1 = χ2 = 1 but change the
initial data to

ρ10 = ρ20 = 50 exp
(−4

(
x2 + y2 + z2

))
. (4.3)

Now the initial masses of two species ρ1 and ρ2 are M1 = M2 ≈ 34.32 > 8π , and corre-
spondingly we have L ≈ 0.3462 < R ≈ 0.6436 which also satisfies the blow-up condition
(2.7). We use two sets of meshes, (N = 200, dt = 1e − 4) and (N = 400, dt = 5e − 5), and
plot the results in Fig. 3. We find that ρ1 and ρ2 blow up by the time t = 0.02.

We also plot several snapshots of the density ρ1 in Fig. 4. Snapshots of ρ2 are omitted
as they are essentially the same as those of ρ1. From the distribution of ρ1 on the plane
y = 0, we observe that the density accumulates toward the regional center, and the density
at the center increases over time. In order to present the distribution of ρ1 in the 3D space,
we plot the iso-surface of ρ1 with iso-value R1t /2, where R1t = ρ1max(t) + ρ1min(t). By the
time t = 0.02, almost all populations are concentrated at the center of the region, as the
iso-surface of R1t /2 reduces to one point.

Example 3 Faster blow-up with a larger chemotaxis sensitivity coefficient. We keep κ1 =
κ2 = χ1 = 1 and initial data (4.3), but increase the sensitivity coefficient χ2 to 10. In this
case, the corresponding L ≈ 0.2567 is still less than R ≈ 0.3701, satisfying the blow-up
condition (2.7). We still use two sets of meshes, (N = 200, dt = 1e − 5) and (N = 400,
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Fig. 4 Example 2: Snapshots of the density ρ1 (the slice on Y-direction (top) and the isosurface (bottom))

Fig. 5 Example 3: Evolutions of
max ρi (i = 1,2) with N = 200,
dt = 1e − 5 and N = 400,
dt = 5e − 6

dt = 5e − 6), and plot the results in Fig. 5. We observe from Fig. 5 that the maximum of
ρ2 increases much faster than that of ρ1, and by the time t = 0.00156, ρ2 has already blown
up. This example reveals that ρ2 with larger chemotaxis sensitivity coefficient χ2 blows up
faster than ρ1. Besides, compared with Example 2, it blows up in a shorter time. As s result,
the larger χi(i = 1,2) is, the faster blow-up occurs.

Example 4 Faster blow-up with larger initial mass of ρi (i = 1,2). We keep κ1 = κ2 = χ1 =
χ2 = 1, but change the initial data to

ρ10 = 50 exp
(−4

(
x2 + y2 + z2

))
, ρ20 = 500 exp

(−4
(
x2 + y2 + z2

))
. (4.4)

In this case, we still have L ≈ 0.3527 < R ≈ 3.5400. We use the same two sets of meshes as
in the last example, and plot the results in Fig. 6. The maximum of ρ2 increases faster than
that of ρ1, and that ρ1 and ρ2 blow up by the time t = 0.00212. Compared with Example 2,
the blow-up happens in a shorter time, which indicates that increasing initial mass of ρ2

leads to faster blow-up.

Example 5 Faster blow-up with smaller diffusion coefficient of ρi (i = 1,2). We keep κ1 =
χ1 = χ2 = 1 and initial data (4.3), but decrease the diffusion coefficient κ2 to 0.1. In this
case, L ≈ 0.3462 < R ≈ 1.1703 which still satisfied the blow-up condition (2.7). Figure 7
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Fig. 6 Example 4: Evolutions of
max ρi (i = 1,2) with N = 200,
dt = 1e − 5 and N = 400,
dt = 5e − 6

Fig. 7 Example 5: Evolutions of
max ρi (i = 1,2) with N = 200,
dt = 1e − 4 and N = 400,
dt = 5e − 5

Fig. 8 Example 6: Evolutions of
max ρi (i = 1,2) with N = 200,
dt = 1e − 4 and N = 400,
dt = 5e − 5

shows that the magnitude order of ρ1 increases from 1 to 3, the magnitude order of ρ2

increases from 1 to 4, and by the time t = 0.013 ρ1 and ρ2 have already blown up. Besides,
ρ2 with smaller diffusion coefficient κ2 blows up faster than ρ1. Moreover, compared with
Example 2, the blow-up speed in this case is significantly increased.

Example 6 Blow-up at the corner. We set κ1 = κ2 = χ1 = χ2 = 1 and the initial data

ρ10 = ρ20 = 50 exp

(

− 1

25

((

x − 1

2

)2

+
(

y − 1

2

)2

+
(

z − 1

2

)2
))

, (4.5)

where L1 ≈ 3.1494 < R1 ≈ 6.9983 satisfies the blow-up condition (2.7). The results are
presented in Fig. 8 and Fig. 9. We find in Fig. 8 that maxima of ρ1 and ρ2 keep increasing
in the same way, their magnitude orders increase from 1 to 5, and they have already blown
up by the time t = 0.0318. We observe from Fig. 9 (a)-(d) that the density ρ1 accumulates
toward the top right corner, and the density at the corner increases over time. Finally, almost
all the density is concentrated at the corner of the region, so that the iso-surface of R1t /2 at
t = 0.0318 approximates a point, see Fig. 9 (h).
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Fig. 9 Example 6: Snapshots of the density ρ1 (the slice on Y-direction (top) and the isosurface (bottom))

Fig. 10 Example 7: Evolutions
of max ρi (i = 1,2) with
N = 200, dt = 1e − 4 and
N = 400, dt = 5e − 5

Example 7 Blow-up with non-radial initial data. We set non-radial initial data

{
ρ10 = 25 exp

(−4
(
x2/16 + y2 + z2

))
,

ρ20 = 25 exp
(−4

(
x2 + y2/16 + z2

))
,

(4.6)

and keep κ1 = κ2 = χ1 = χ2 = 1. Here L ≈ 0.4760 < R ≈ 0.6732 still meets the blow-
up condition (2.7). We observe in Fig. 10 that the magnitude orders of ρ1 and ρ2 both
increase from 1 to 5, and have already blown up by the time t = 0.0676. We also plot several
snapshots of the density ρ1 and ρ2 in Fig. 11 and Fig. 12, respectively. For the distribution
of ρ1 on the plane y = 0, the density ρ1 accumulates toward the regional center, and the
density at the center increases over time. The evolution of distribution of ρ2 is similar to that
of ρ1 after rotating 90 degrees.

4.3 Blow-up of the Parabolic-Parabolic Model

Now we apply the third order Scheme 3.1 (k = 3) to deal with the two-species KS model in
parabolic-parabolic form with τ = κ1 = κ2 = β = 1 in � = (−1,1)3.
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Fig. 11 Example 7: Snapshots of the density ρ1 (the slice on Y-direction (top) and the isosurface (bottom))

Fig. 12 Example 7: Snapshots and of the cell density ρ2 (the slice on Y-direction (top) and the isosurface
(bottom))

Example 8 Blow-up with M1 = M2 < 8π . We set κ1 = κ2 = χ2 = 1, χ1 = 10, α = 0.001 and
initial data

ρ10 = ρ20 = 35 exp
(−4

(
x2 + y2 + z2

))
, c0 = 1, (4.7)

where the initial masses of two species population density are M1 = M2 ≈ 24.02 < 8π . We
observe in Fig. 13 that ρ1 and ρ2 have already blown up by the time t = 0.0186. Figure 14
shows that the computational results maintain essential physical properties.

Example 9 Blow-up with M1 = M2 > 8π . We set κ1 = κ2 = χ1 = χ2 = α = 1 and initial data

ρ10 = ρ20 = 50 exp
(−4

(
x2 + y2 + z2

))
, c0 = 1, (4.8)
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Fig. 13 Example 8: Evolutions
of max ρi (i = 1,2) with
N = 200, dt = 1e − 4 and
N = 400, dt = 5e − 5

Fig. 14 Example 8: Evolutions of min ρi , mass of ρi , and total energy Etot (i = 1,2)

Fig. 15 Example 9: Evolutions
of max ρi (i = 1,2) with
N = 200, dt = 1e − 4 and
N = 400, dt = 5e − 5

where the initial masses of two species population density are M1 = M2 ≈ 34.32 > 8π .
It is clear from Fig. 15 that the maxima of ρ1 and ρ2 keep increasing, and they blow up
simultaneously at about t = 0.164.

Example 10 Blow-up with non-radial initial data. We set κ1 = κ2 = χ1 = χ2 = 1, α = 0.001,
and take non-radial initial data

ρ10 = 25 exp
(−4

(
x2/16 + y2 + z2

))
, ρ20 = 25 exp

(−4
(
x2 + y2/16 + z2

))
, c0 = 0.

(4.9)
Evolutions of max ρi (i = 1,2) with different space-time steps are plotted in Fig. 16, which
shows that ρ1 and ρ2 blow up simultaneously.

4.4 Prevention of Blow-up with Modified Models

We show in this subsection that the blow-up in parabolic-elliptic form and parabolic-
parabolic form can be prevented by modifying the concentration-dependent mobility
η(ρi) = ρi to η(ρi) = ρi

1+ερi
and η(ρi) = ρi(1 − ρi

S
) (i = 1,2).
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Fig. 16 Example 10: Evolutions
of max ρi (i = 1,2) with
N = 200, dt = 1e − 4 and
N = 400, dt = 5e − 5

Fig. 17 Example 11: Evolutions of max ρi , min ρi , mass of ρi , and total energy Etot (i = 1,2)

The examples below are calculated by the third order Scheme 3.1 (k = 3) with N = 200
and dt = 1e − 4 in a bounded domain � = (−1,1)3. For simplicity, all coefficients are fixed
as one. The initial population density is ρ10 = ρ20 = 50 exp

(−4
(
x2 + y2 + z2

))
. Note that

in parabolic-parabolic form the initial concentration of chemoattractant is c0 = 0.

Example 11 The modified parabolic-elliptic model with η(ρi) = ρi

1+ερi
(i = 1,2) and ε =

0.01. Fig. 17 shows that the maximum of ρi (i = 1,2) increases until about t = 0.15, then
decreases until it reaches a steady state. We also observe that the minimum of ρi is non-
negative, the mass of ρi (i = 1,2) is conserved, the total energy is dissipative all the time.
The distributions of ρ1 on the plane y = 0 and the iso-surfaces of ρ1 at different time are
presented in Fig. 18. We observe that the density gathers towards the center until about
t = 0.15, then diffuses outward until the steady state is reached.

Example 12 The modified parabolic-elliptic model with η(ρi) = ρi(1 − ρi

S
) and S = 100. In

this case, we see from Fig. 19 that the maximum of ρi (i = 1,2) increases until it reaches the
saturation concentration S = 100. Figure 20 indicates the density gathers towards the center
until the saturation is reached.

Example 13 The modified parabolic-parabolic model with η(ρi) = ρi

1+ερi
(i = 1,2) and ε =

0.01. Similar to Example 11, Fig. 21 shows that the maximum of ρi (i = 1,2) first increases
then decreases until it reaches the steady state.

Example 14 The modified parabolic-parabolic model with η(ρi) = ρi(1 − ρi

S
) and S = 100.

We observe from Fig. 22 that the behaviors are quite different from Example 12 which has
the same η(ρi). More precisely, the maximum of ρi (i = 1,2) increases for a very short time
then decreases until it reaches the steady state.
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Fig. 18 Example 11: Snapshots and of the cell density ρ1 (the slice on Y-direction (top) and the iso-surface
(bottom))

Fig. 19 Example 12: Evolutions of max ρi , min ρi , mass of ρi , and total energy Etot (i = 1,2)

Fig. 20 Example 12: Snapshots of the density ρ1 (the slice on Y-direction (top) and the iso-surface (bottom))
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Fig. 21 Example 13: Evolutions of max ρi , min ρi , mass of ρi , and total energy Etot (i = 1,2)

Fig. 22 Example 14: Evolutions of max ρi , min ρi , mass of ρi , and total energy Etot (i = 1,2)

4.5 Chemotaxis Phenomena of the Modified Models

We revealed above that the modified models can prevent blow-up. Next, we show that the
modified two-species KS models with η(ρi) = ρi

1+ερi
(i = 1,2) and ε = 0.01 lead to similar

chemotaxis phenomena, as the one-species models in [22, 32].

Example 15 Aggregation phenomenon. We consider the domain � = (0,5)3 and the initial
conditions

ρ10 = ρ20 = 0.9 + 0.2 ∗ rand, c0 = 0. (4.10)

We set χ1 = 2, χ2 = 20, β = 0.5, and other coefficients as one, and use the third order
Scheme 3.1 (k = 3) with N = 200 and dt = 1e − 5. Snapshots of ρ1, ρ2 and c at different
time are presented in Fig. 23. They reveal that the aggregating behavior of species, that is,
single colonies of species merge together to form one larger colony. Moreover, distributions
of two species are both consistent with that of the chemoattractant, which indicates that
species gravitate to places with high concentrations of the chemoattractant.

Example 16 Pattern formation. We set � = (−3,3)3, and the initial data

ρ10 = ρ20 =
{

1 + rand, x2 + y2 + z2 < 3,

1, else,
c0 = 1

32
, (4.11)

and κ1 = κ2 = 0.05, χ1 = 1, χ2 = 6, α = 16 with other parameters all equal to one. The third
order Scheme 3.1 (k = 3) with N = 200 and dt = 1e − 5 is used. Since the distributions of
ρ1, ρ2 and c are radial, we draw their slices on the plane y = 0,−1.5,−3 at different time
in Fig. 24. At first, the two species are scattered in the set area. Over time, they are clustered
near the ring pattern, which is similar to the pattern formed by motile cells of Escherichia
coli in [4]. Throughout the process, high concentration distributions of the two species are
consistent with that of the chemoattractant.
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Fig. 23 Example 15: Snapshots of ρ1 (top), ρ2 (middle) and c (bottom)

Fig. 24 Example 16: Snapshots of ρ1 (top), ρ2 (middle) and c (bottom)
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5 Conclusions

We developed a class of efficient schemes for the two-species KS model (1.1)-(1.5) by com-
bining a function transform which preserves bound/positivity, and the relaxed generalized
SAV approach which is unconditionally energy stable with a modified energy. The schemes
are fully decoupled, can be high-order, and only require solving decoupled linear equations
with constant coefficients at each time step and can be used with any consistent Galerkin
type spatial discretization. They also preserve bound/positivity, mass conservation and en-
ergy dissipation at the discrete level.

We performed a large number of numerical experiments using the new schemes with a
Fourier-spectral method in space to investigate blow-up phenomena of the two-species KS
models in 3D. The main findings are as follows:

• For the two-species KS model in parabolic-elliptic form, ρ1 and ρ2 blow up if the initial
data satisfy the inequality (2.7), consistent with the theoretical results described in [2],
and the blow-up can be accelerated by increasing the chemotaxis sensitivity coefficient
χi , increasing the initial mass Mi , or decreasing the diffusion coefficient κi (i = 1,2).

• For the two-species KS model in parabolic-parabolic form, regardless of whether the
initial mass Mi (i = 1,2) is larger than 8π , there exists radial initial data that lead to blow-
up in finite time, consistent with the theoretical results described in [28]; there existed also
radial initial data that lead to blow-up in finite time.

• The blow-up of the two-species KS model, whether in parabolic-elliptic form or
parabolic-parabolic form, can be prevented by modifying the concentration-dependent
mobility η(ρi) = ρi to η(ρi) = ρi

1+ερi
(ε > 0) or η(ρi) = ρi(1 − ρi

S
) (S > 0) (i = 1,2);

and the modified models lead to similar chemotaxis phenomena, such as the aggregation
phenomenon and pattern formation, as the one-species models in [22, 32].
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