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In this article, we develop and analyze a mixed finite element method for the Stokes equations. Our mixed
method is based on the pseudostress-velocity formulation. The pseudostress is approximated by the Raviart-
Thomas (RT) element of index k > 0 and the velocity by piecewise discontinuous polynomials of degree k.
It is shown that this pair of finite elements is stable and yields quasi-optimal accuracy. The indefinite system
of linear equations resulting from the discretization is decoupled by the penalty method. The penalized
pseudostress system is solved by the H (div) type of multigrid method and the velocity is then calculated
explicitly. Alternative preconditioning approaches that do not involve penalizing the system are also dis-
cussed. Finally, numerical experiments are presented. © 2009 Wiley Periodicals, Inc. Numer Methods Partial
Differential Eq 000: 000-000, 2009
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I. INTRODUCTION

Let 2 be a bounded, open, connected subset of R¢ (d = 2 or 3) with a Lipschitz continuous
boundary 9Q2. Let f = (fi,..., fu) and v > 0 be the given external body force and kinematic
viscosity, respectively. Denote u = (u1,...,u,), 6 = (6;;)axq> and p to be the velocity vector,

stress tensor, and pressure, respectively. When the density of the fluid is practically constant, the
basic equations for incompressible Newtonian flows consist of

0+ pd —2ve(u) = 0, (consitutive law)

ou - . 1.1
m 4+u-Vu—-V.0 = f, (balance of linear momentum), (1.1)
V-.u = 0, (conservation of mass)
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where V, V-, and § denote the gradient operator, divergence operator, and identity tensor, respec-
tively; and e(u) = (Vu + (Vu)")/2 is the deformation rate tensor. Here &, p, and v are scaled
with the density. To close the system, both initial and boundary conditions are needed. The initial
condition should be given as u|, _ = u,, where uy is the initial velocity. There are different kinds
of boundary conditions. Many applications in incompressible Newtonian flow are posed under
the Dirichlet boundary condition for the velocity

u=g onoas2, (1.2)
where g = (g1,...,84) is prescribed velocity on the boundary satisfying the compatibility
condition

/ n-gds =0, (1.3)

0

In this case, the pressure is only unique up to an additive constant.

System (1.1) is known as the stress-velocity-pressure formulation of incompressible Navier-
Stokes equations. Eliminating the stress from (1.1) gives the velocity-pressure formulation of
Navier-Stokes equations

Ju

— -Vu—V.- Vp = f,

» +u-Vu (ve(n)) + Vp (1.4)
V-u = 0.

Without the nonlinear term u - Vu, Eq. (1.4) becomes the Stokes problem. The Stokes problem
is linear and plays a critical role in numerical methods for solving Navier-Stokes equations.

The velocity-pressure formulation in (1.4) has long been the mainstream in computational
incompressible Newtonian flows. However, research on the stress-velocity-pressure formulation
is gaining consistent attention recently because of the arising interest in non-Newtonian flows.
For non-Newtonian flows in which the constitutive law is nonlinear, the stress cannot be elimi-
nated. Therefore, a formulation containing the stress as a fundamental unknown is unavoidable.
Notice that the main advantage of the stress-velocity-pressure formulation is that it provides a
unified framework for both the Newtonian and the non-Newtonian flows. It has also been pointed
out [1] that an accurate and efficient numerical scheme for Newtonian flows under formulation
(1.1) is necessary for the successful computation of non-Newtonian flows. Another advantage
of the stress-velocity-pressure formulation is that, physical quantity like the stress is computed
directly instead of by taking derivatives of the velocity. This avoids degrading of accuracy which
is inevitable in the process of numerical differentiation. Accurate calculation of the stress is para-
mountly important for any flow problems involving obstacle bodies since it is crucial for, e.g., the
design of solid structure and the reduction of drag.

However, the stress-velocity-pressure formulation has some obvious disadvantages. The most
significant ones are the increase in the number of unknowns and the symmetry requirement for
the stress tensor [2]. Both of them pose extra difficulty in the numerical computation. To avoid
these disadvantages, this article studies mixed finite element methods based on the pseudostress-
velocity formulation [3, 4]. Raviart-Thomas (RT) elements of index £ > 0 [5] are used for
approximating each row of the pseudostress, and discontinuous piecewise polynomials of degree
k > 0 for approximating each component of the velocity. It is shown that this pair of mixed finite
elements is stable and yields quasi-optimal accuracy O (h**!) for sufficiently smooth solutions.
This discretization has two obvious advantages: (i) accurate approximation to physical quantities

Numerical Methods for Partial Differential Equations DOI 10.1002/num



MIXED METHOD FOR STOKES PROBLEM 3

such as the stress and vorticity and (ii) no essential boundary condition posed in approximation
space. Moreover, the method can be easily extended to applications with variable viscosity and/or
variable density.

One possible disadvantage on using the pseudostress in incompressible Newtonian flows is
that it increases the number of variables. Indeed, at the continuous level, the pseudostress-velocity
formulation has d times more independent variables than the velocity-pressure formulation.
However, at the discrete level, for lower order elements the number of degrees of freedom
for the pseudostress-velocity using Raviart-Thomas elements is comparable with that for the
velocity-pressure using Crouzeix-Raviart elements [6—8] (nonconforming velocity and discontin-
uous pressure) and both approaches have the same accuracy for the H'! seminorm of the velocity
and the L? norm of the pressure. More specifically, for the lowest order elements, the pseudostress-
velocity has d Ny 4+ d N, unknowns and the velocity-pressure has d Ny + N, unknowns, where N¢
and N, are the number of edges/faces and elements, respectively. The velocity with d N, unknowns
in the pseudostress-velocity form is further through either the penalty method for stationary prob-
lems or natural time discretization for unsteady-state problems so that we only need to solve
numerically the symmetric and positive definite pseudostress system with d Ny unknowns. Sim-
ilarly, for stationary problems one can use the penalty method to eliminate the pressure in the
velocity-pressure form to get the Lamé system with d Ny unknowns. The large Lamé constant is
the reciprocal of the penalty parameter.

To solve the indefinite system of linear equations resulting from the discretization efficiently,
we eliminate the velocity by using the penalty method for stationary problems to obtain a
smaller system involving only the pseudostress. To avoid accuracy loss in the penalty method,
the penalty parameter ¢ is chosen to be proportional to the discretization accuracy. This means
that e = O (h**") for RT elements of index k > 0. With this choice of &, the condition number of
the pseudostress system is O (h~2e™") = O(h~2-**D) and, hence, very ill-conditioned. This is
an apparently very difficult problem to solve by any conventional iterative methods whose con-
vergence factor depends also on the penalty parameter. In this article, we numerically solve the
reduced pseudostress system by the H (div) type of multigrid method introduced in [9—11]. Pre-
conditioning the pseudostress system by a V (1, 1)-cycle multigrid method for a weighted H (div)
problem, it is shown that the corresponding preconditioned conjugate gradient (PCG) method
converges uniformly with respect to the mesh size k, the number of levels, and the penalty para-
meter ¢ provided that ¢ is bounded above by a constant. This is confirmed by our numerical
results on uniform rectangular RT elements of the lowest order (k = 0). With computed pseu-
dostress, the velocity can then be calculated either explicitly for £k = 0 or locally for k > 1. The
penalty approach is not the only one possible. We suggest a block-diagonal preconditioner for
the (unpenalized) saddle-point problem which utilizes the same tools as the preconditioner for
the penalized matrix, namely, one needs an optimal preconditioner for a similar H (div) problem.

The article is organized as follows. The pseudostress-velocity formulation is derived in
Section II. Sections IIT and I'V describe and analyze mixed finite element method and the penalty
method, respectively. Our preconditioning technique is discussed in Section V. Finally, numerical
experiments on the accuracy of mixed finite element method and the condition number of the
preconditioned system are presented in Section VI. We end with some concluding remarks in
Section VII.

A. Notation

We use the standard notations and definitions for the Sobolev spaces H*(Q)¢ and H*(9R2)¢ for
s > 0. The standard associated inner products are denoted by (-,);q and (-,)ssq, and their
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respective norms are denoted by || - [l;.o and || - ||5.0q- (We suppress the superscript d because
the dependence on dimension will be clear by context. We also omit the subscript 2 from the
inner product and norm designation when there is no risk of confusion.) For s = 0, H*(Q)¢
coincides with L2(2)?. In this case, the inner product and norm will be denoted by | - || and (-, -),
respectively. Set Hj () := {g € H'(R2) : ¢ = 0 on 9Q}. We use H~'(Q) to denote the dual of
H/ (€2) with norm defined by

(9. V)

07&1/,51.]& Q) ” 1/, ”1

@M1 =

Denote the product space H~'(Q)¢ = l—[f’:l H~'(2) with the standard product norm. Finally, set
H(div; Q) ={ve L*(Q)?*:V.-vel*Q)
which is a Hilbert space under the norm

1
VIl iy = (VP + IV - v[)2.

Il. PSEUDOSTRESS-VELOCITY FORMULATION

For a vector function v = (vy, ..., v,), define its gradient as a d x d tensor
aU] 8v1
ax 0x
. l .d av;
: : X
avd avd J 7/ dxd
Bxl axd
For a tensor function T = (7;;)axa, let T; = (71, .. ., Tig) denote its ith-row fori = 1,...,d and

define its divergence, normal, and trace by
d
Vitr=WV-1,...,V:1y), n-t=Mm-7(,...,n-7,), and trt =Zr,-,-,
i=1

respectively. Let A : R¥*¢ — R9*4 be a linear map, which is singular, defined by
A ! (trT)é
T=1— —(trr)d,
d
itis easy to see that A7 is trace free and that T € R**“ has the following orthogonal decomposition
1
T=At + E(trr)&, 2.1

with respect to the product of tensors

d
o .T= E 0ijTij,
ij=1

foro, T € R,
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MIXED METHOD FOR STOKES PROBLEM 5
Introducing a new independent, nonsymmetric tensor variable, the pseudostress, as follows
o =vVu — pé, 2.2)

taking trace of (2.2) and using the divergence free condition in the third equation of (1.1) give

1
p= —gtra. (2.3)

Then (2.2) may be rewritten as
kAo — Vu =0,

where k = 1/v. For incompressible fluids, because the divergence of (Vu)’ vanishes, the stress
and pseudostress have the same divergence; i.e.,

V.e=V-.o.

Hence, we have the following pseudostress-velocity formulation of the Navier-Stokes equation

kAo —Vu =0,
Ju 2.4)
§+U~Vu—v-a=f.

The incompressibility condition is implicitly contained in the “constitutive” equation [the first
equation in (2.4)]. There are two reasons for eliminating the pressure. An obvious one is to reduce
one variable and, hence, many degrees of freedom in the discrete system. A more important reason
is that we are able to use economic and accurate stable elements and able to develop fast solvers
for the resulting discrete system so that computational cost will be greatly reduced.

In this article, we concentrate on the pseudostress-velocity formulation of the stationary Stokes
problem

kAo —Vu=0 in €,
—V.o=f in

2.5)

with boundary condition (1.2) and compatibility condition (1.3). Mixed finite element methods
based on the pseudostress-velocity formulation for the stationary Navier-Stokes equation will be
presented in [12].

When the viscosity parameter is constant, problem (2.5) is independent of v (or «) by scaling
the o and f with the viscosity. Otherwise, assume that there exist positive constants k, and «; such
that

0 <k <k(x) <k, (2.6)

for almost all x € Q. It is well-known that the stationary Stokes equation has a unique solution

provided that
/ pdx =0,
Q
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which, together with (2.3), implies

/ trodx = 0.
Q

Therefore, we introduce a subspace of H (div; Q)¢:

H(div; Q) = {r € H(div; Q)¢ : / trrdx = 0}.
Q

To obtain the weak formulation of (2.5), we multiply the first equation in (2.5) by a test ten-
sor function T € H (div; Q)¢ , integrate it over the domain €2, and use integration by parts and
boundary condition (1.2)

kAo, T)+ (W, V- 1) = / g-(n-1)ds = g(7).

aQ

Multiplying a test vector function v € L*(2)? on both sides of the second equation in (2.5) and
integrating it over the domain €2 give that

(V-o,v) =—({,v) = f(v).

I\Iow, the variational problem of the pseudostress-velocity formulation is to find a pair (o,u) €
H(div; )¢ x L*(Q)“ such that

kAo, T)+ W,V -1)=g(r) VT e Hdiv; Q)°,

2.7
(V-0,v) = f(v) Vv e L2(Q)4. @7

It follows from the fact that 4 is singular and the ortAhogonal decomposition in (2.1), that ||trz||
can not be controlled by || At|| alone for any T € H(div; )¢, but we do have the following
inequality (see [13, 14]).

Lemma 2.1. Foranyt € I:I(div; )4, we have
lrzll < CAATI+ IV - Tll-1). (2.8)
(We use C with or without subscripts in this article to denote a generic positive constant,
possibly different at different occurrences, that is independent of the mesh size & and the penalty

parameter ¢ introduced in subsequent sections but may depend on the domain €2.) It is easy to see
that

1
Izl = Az |* + glltrrllz, (2.9)
which, together with Lemma 2.1, implies

It = CUATI+ IV -Tll-) = C (ATl + IV - TID. (2.10)

To prove the existence and uniqueness of problem (2.7), it is convenient to use the following
lemma (see, e.g., [15]).
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MIXED METHOD FOR STOKES PROBLEM 7

Lemma 2.2. Forany q € L*(R), there exists av € H'(Q)? such that

Vev=gq inQ and |v|; <Clql]. (2.11)
Theorem 2.3.  The variational problem in (2.7) has a unique solution.

Proof. By the Cauchy-Schwarz inequality, definition of norms, and a trace theorem, itis easy
to see that linear forms f(v) and g(t) are continuous in L2(2)¢ and H (div; )¢, respectively;
that is

LFDL =< NIV (2.12)

and

lg(@)| = lIglipoeln- Tll-i200 < I8l Tl H@v- (2.13)

It follows from (2.10) and (2.6) that the bilinear form (k Ao, 1) = (k Ao, AT) is coercive in the
divergence free subspace of H (div; Q)¢

Ciioll T3y < KollATI® < (K AT, T), (2.14)

for any 7 in H°(div; Q)¢ = {v € H(div; Q)|V -7 = 0}.
For any v € L*(2)¢, Lemma 2.2 implies that there exists 7 € H'(22)?*? such that

V.-t=v inQ and |Z|, < C|vI. (2.15)

Leta = fQ trtdxandt =7 — ﬁé where |2| denotes the volume of the domain €2, then it is
easy to check that

T E€E ﬁ(div; Q¢, V.r=v inQ, and |z|; <CJVv|. (2.16)

Hence,

V-y.v) Ivi*
sup >
Y ciiiviyd 12 1l £ aivy 1T 1l £ aivy

> Blvll. (2.17)

Now, the coercivity condition in (2.14) and the inf-sup condition in (2.17) imply [16] that the
variational problem in (2.7) has a unique solution. L]

It is important to point out that the pseudostress contains more information than the stress
6 =—pé+v(Vu+ (Vo)) = o + v(Vu).

Physical quantities such as the velocity gradient, stress, vorticity, and pressure can be algebraically
expressed in terms of the pseudostress:

Vu=Ao, 6 =0+v(As), o= %(.Aa —(Ao)), and p= —%tra, (2.18)

Numerical Methods for Partial Differential Equations DOI 10.1002/num



8 CAI ET AL.

respectively. Therefore, these physical quantities (if needed) can be computed in a postprocessing
procedure without degrading accuracy of approximation. In (2.18), we conveniently represent the
vorticity V x u as the skew symmetric part of the velocity gradient:

® = %(Vu — (Vu)").

This defines the vorticity (or the curl operator) in all dimensions by one formula.

lll. FINITE ELEMENT APPROXIMATION

Assume that €2 is a polygonal domain, let 7, be a quasi-regular triangulation of € with (triangu-
lar/tetrahedral or rectangular) elements of size O (k). Denote spaces of polynomials on an element
K C Rd

P, (K) is the space of polynomials of degree < k;

P i, (K) = { p(x1,x2) @ p(x1,Xx2) = Z aixix] d=2;

i<ky.j<ky

_ . _ i Jk _ Q.
Py by iy (K) = 1 p(x1, %2, %3) @ p(x1, X2, X3) = E Qjji X X5 X3 d=3;
i<ky,j<kp.k<ks

_ P (K) d=2,
Qk(K) - {Pk,k,k(K) d = 3

Denote the local Raviart-Thomas (RT) space of index k > 0 on an element K:

P(K) + (x1,...,x)P(K) K = triangle/tetrahedral,

RT(K) = {Qk(l()d + (x1,...,x4)Qx(K) K = rectangle/cube.

In two dimensions, degrees of freedom for R7Ty(K) = (a + bx;,c + bx,) on triangle or
RTy(K) = (a + bxy,c + dx,) on rectangle are normal components of vector field on all edges.
For the choice of degrees of freedom of the RT} space of index k > 1, see [17]. They are chosen
for ensuring continuity of the normal component of vector field at interfaces of elements. Then
one can define the H (div; €2) conforming Raviart-Thomas space of index k > 0 [5] by

RT, ={ve H(div; Q) : vlx € RT,(K) VK € 7,}.
Let

Dy (K) = P.(K) K = triangle/tetrahedral,
BETT 1 F(O(K)) K = rectangle/cube,

where F(0) - F~! and F are affine map from the reference element K to the physical element K
[17]. Denote the space of piecewise polynomials of degree < k by

P.={q € L*(Q):qlx € Di(K) VK €7T,}.

Numerical Methods for Partial Differential Equations DOI 10.1002/num



MIXED METHOD FOR STOKES PROBLEM 9
Let P, be the L? projection onto P;. It is well-known that
lg —Pugll < Ch'liqll, for O=r=<k+1, (3.1

for all ¢ € H"(2). Also, it is well-known that there exists an interpolation operator
I, : H(div; Q) N L' (Q)Y — RT, fort > 2 satisfying the commutativity property

V-(II,v) =P, V-v VYve H(div; Q) NL Q)Y 3.2)
and the following approximation properties

v — L] < Ch™ |V, for 1<r<k+1, (3.3)
IV-(v=TLV)|| <Ch'|V-v|, for 0<r<k+1. (3.4)

Denote the product spaces by RT¢ = []_, RT and P¢ = []"_, P and define

/trtdx:O}.
Q

Then our mixed finite element approximation is to find a pair (o, u;) € RT,j’ X Pkd such that

RT¢ = {'r € RTY

{(K.th,r) + W, V-1)=g(t) Vre R%", 3.5)
(V-o,,v)=f(v) Vv e Pl )

To establish well-posedness of (3.5) and error bounds, define an interpolation operator
I, : H(div; Q)Y N L'(Q)*¢ — RT{ by

1
Hh'l' = (Hh'fl,. . .,Hh'l'd)[ —bé with b= —f tr(Hth,. ..,H;,Td)td.x,
d|R2] Jo

and the L? projection operator onto P{ by
P,v = (Pyuy, ..., Pyua).
By (3.2), (3.3), (3.4), and (3.1), it is then easy to check the validity of the commutativity property
V-(II,7)=P,V-1 V7t e H(div; Q)N L Q)" (3.6)

and the approximation properties

It — Mzl < Ch|Tll, for 1<r=<k+1, (3.7
IV-(x —ILo)| <Ch|V 7|, for O<r=<k+1, (3-8)
v —Pyvl < Ch"|Iv], for 0<r=<k+1. (3.9

Let
D={t e RT!|(V-1,v)=0 Vve P},
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10 CAI ET AL.
and denote bilinear forms by
a(o,t) = (kAo,t) = (kAo,At) and b(t,v) =(V-1,V).

Next two lemmas verify the coercivity of the bilinear form a(-,-) in D and the inf-sup condition
of the bilinear form b(-, ) in KT, x P{.

Lemma 3.1.  There exists a positive constant & independent of the mesh size h such that

CK()”T”?-I(div) <a(r,r) VTeD. (3.10)

Proof. The commutativity property (3.6) gives that V - RAT,(" C P¢, which, in turn, implies

N
that D is the divergence free subspace of RT . Hence, coercivity (3.10) follows from (2.14). =

Lemma 3.2.  There exists a positive constant ,3 independent of the mesh size h such that

(V-1,v)
sup ——

TERATZ 1T 1| £ ¢aivy

> Bllv| Vve P (3.11)
Proof. By the triangle inequality and (3.7) withr = 1 we have the stability of the interpolation
operator
IM,z]| < Cllzl; Ve H (). (3.12)
Forany v e P! C L*(Q2)?, there exists a T € H (div; )¢ satisfying (2.16):

Ver=v inQ and ||, <CJv|.

Taking y = It € RATj and using commutativity property (3.6), we have
V.y=vV-(Il;,7) =P, V-t =P, v=v.
Hence, by (3.12) and (2.16)
1Y @y = Mm@y = (TP + 1V - AL
< (ClITI} + IVI»? < CIvil.
Now, forany v € P C L*(Q)?

(V-1,v) - V-y.,v)

su >
Terr! 1T Il 2 aiv) 1Y & aivy

= BlIvll,

where ,3 is independent of the mesh size k. This proves the lemma. ]

Now, we are ready to establish the well-posedness and error bounds of mixed finite element
approximation.

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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Theorem 3.3.  The discrete problem in (3.5) has a unique solution (o, u;) in R%kd X Pkd . Let
(0,u) be the solution of (2.7), we then have

lo —oulluavy < C inf |lo — Tllhaiv (3.13)
Terty
and
lu—w| <C infd lu —v| + infd lo — Tllaa | - (3.14)
vepy TeRTy

Moreover, for | <r <k + 1, assume that f € H (Q) and (o,u) € H" (Q)*¢ x H"(Q)¢. Then
we have the following error bounds:

lo —onllu@vy < Ch (ol + Ifll,) (3.15)
and
lu—wll < Ch" (Jlall, + llo |l + IIf]l,). (3.16)

Proof. Existence and uniqueness of problem (3.5) and error bounds in (3.13) and (3.14)
follow from the abstract theory for the saddle-point problem (see, e.g., [16, 17]) and Lemmas
3.1 and 3.2. Error bounds in (3.15) and (3.16) follow from (3.13), (3.14), and the approximation
properties in (3.7), (3.8), and (3.9). ]

We end this section by establishing an a priori estimate for a slightly more general system that
contains both (3.5) and its perturbation. This estimate will be used for bounding the penalty error
in next section.

Lemma 3.4. For a constant parameter 0 < ¢ < 1, let a pair (y,,w;) € RT¢ x P{ be the
unique solution of

{(KAYIisT)+(W]1,V'T) = g2(1) VTER%kd, (3.17)
(VoynV)—ew,v) = f(vy VveP.

Assume that g’ and ' are continuous linear functionals defined on H (div; Q)% and L*(Q)¢ with
norms ||g’'|| and || f'||, respectively. Then the following a priori estimate holds

1Y 4 llg@iv + Iwall < CALF T+ N1E'ID, (3.18)
where C is a positive constant independent of the mesh size h and the parameter €.

Proof. To bound (y,,w,) in H(div) x L* norm, we first bound ||w,|| above in terms of
Ay, |l and ||g’|| by using (3.11), the first equation of (3.17), the Cauchy-Schwarz inequality,
and (2.6)

g vV-Tw () — (K Ay, T
Bllwy|l < sup u: su g'(®)— (kAy,, 1)
¢ T lla@m

TeRT),

=gl + «ill Ay 41l (3.19)

TeRATZ 1 1l £ ¢aivy

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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Next, choosingv = V-p, € P{ inthe second equation of (3.17) and using the Cauchy-Schwarz
inequality give

IV-yull> =W, V-p) + f/(Vop) < Elwall + 1L DIV - p,ll.
Dividing ||V - y, || on both sides and using (3.19) yield, for 0 <& < 1,
IV-pull < ellwall + 111 < CCellg'll + I1Lf1l + ercr Ay 41D,
which, together with (2.10), implies
17 illn@y < CUAAy, I+ 1V -p,l) < CUAI T+ ILF1T+ 1A, ID- (3.20)

Finally, we establish an upper bound for ||.Ay,|. To this end, in (3.17), we take T = p, and
v = wj, and subtract the second equation from the first equation to obtain

IV Ay I +elwill> = &' i) = £/wi) < 18" 1Y all v + 1L 1WA

It then follows from (2.6), (3.20), (3.19), and the §-inequality 2ab < 8a*> + b*/8
for all positive §) that

Kol AV 17 < IV Ay, < 18" 11 4 llmraivy =+ 1LF 11wl
= ClgMdAIg T+ 11+ 1AY L ID + CHA AT+ 1Y, 1D
= CUI I+ 1IN+ AT+ I IDIAY,I

’ / 1
<cUg*+ 11>+ EIIAthIZ-
Hence,

[Ay, Il < g+ 1LF'D- (3.2

Now, (3.18) is a direct consequence of (3.19), (3.20), and (3.21). This completes the proof of the
lemma. u

Corollary 3.5. Let (0,,u;) € R%kd x P{ be the solution of (3.5), then the following a priori
estimate holds

o nll vy + llwll < CAEN+ lIglh200)- (3.22)
Proof. The a priori estimate in (3.22) follows from Lemma 3.4 withe = 0, ||g'|| = [Igll1 2,90,
and || /Il = [If]l. "

IV. PENALTY METHOD

To solve the saddle-point problem in (3.5) efficiently, we eliminate the velocity by using the
penalty method [17-19] to obtain a smaller system involving only the pseudostress which will be
solved by a fast multigrid method. The velocity can then be calculated for piecewise polynomials

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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of degree k either explicitly for k = O or locally for k > 1. To this end, let 0 < ¢ < 1 be a small
parameter. We perturb (3.5) by finding (0%, u;) € RT x P¢ such that

(Ao, T)+ (u,V-1) = g(1) VT e RAT,{", @)
(V-oi,v)—e(ui,v) = f(v) VvePl '

It is easy to check that the perturbed problem in (4.1) has a unique solution (¢}, u;) in Ra"kd x P¢.
By using Lemma 3.4, next lemma shows that the perturbed solution of (4.1) is close to the original
solution of (3.5).

Lemma 4.1.  Let (0, 0;) and (0},;) be the solutions of (3.5) and (4.1), respectively. Then,
forall 0 < ¢ < 1, there exists a positive constant C independent of both h and ¢ such that

lww = uj| +[lon — o < Celluy |l = Ce(lIfll + lIgll/2.00)- 4.2)

|| H(div) —

Proof. Lety, = 0, —o; and w, = u, — u;. Then difference of (3.5) and (4.1) gives the
following well-posed system

KAy, T + (W, V-7) = 0 V1 e RTY, @3
(V-yu,v) —&(w,v) = —&(u,v) Vve P )

Now, the first inequality in (4.2) follows from the a priori estimate in Lemma 3.4 with ||g’'|| = 0
and || f’|| = e|lu,||, and the second inequality is a direct consequence of a priori estimate (3.22)
for the discrete solution. This completes the proof of the lemma. ]

Theorem 4.2. Let (o,u) and (0, u}) be the solutions of (2.7) and (4.1), respectively. Then, for
all 0 < ¢ < 1, there exists a positive constant C independent of both h and € such that

||u - ulsr ” + ”‘7 - GZ ”H(div)

= C( infd la — vl + inf |l — Thlla@vy + eIl + ||g||1/2,asz))- 4.4)

v €Pf T)eRTd
Moreover, choosing ¢ = O(h"), we then have the following error estimate:
Ju—ui | + o =05l < CH ull, + o]l + IE], + lgl200) @.5)

foralll <r <k+ 1.

Proof. Inequality (4.4) is an immediate consequence of the triangle inequality, Theorem 3.3,
and Lemma 4.1. Error bound in (4.5) follows from (4.4) and the approximation properties in (3.7),
(3.8), and (3.9). This proves the theorem. [

Remark 4.3. Theorem 4.2 indicates that the penalty method does not deteriorate the accuracy
of approximation provided that ¢ = O (h").

Corollary 4.4.  Let (0,,u;) be the solution of (4.1). Let 6, w, and p be the respective stress,
vorticity, and pressure defined in (2.18) and define their approximations as follows

. 1 I
6 =0; +v(As;), )= E(AGZ — (Ac})"), and pj= —gtm;. (4.6)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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Then, for e = O(h"), we have the following error estimate:

|6 — &Ll +lo—oi] +p - pil

< Clo —o;| = Ch (lul, + loll, + IFl + ligh/200) 4.7
foralll <r <k+ 1.

Proof. Lety = o — o7, then itis an immediate consequence of (2.18) and (4.6) that

Qu

e | . 1
-6, =y +vAy), w-w; = E(Ay —(Ay)), and p-—p; = —Etry.

Now, the first inequality in (4.7) follows from the triangle inequality and the second inequality
from (4.5). ]

The penalty system in (4.1) can be efficiently solved by decoupling the velocity and
pseudostress as follows. Choosing v =V - 7 € P{ in the second equation of (4.1) gives

& 1 & 1 5 d
(uh,V-r)zE(V-ah,v-r)—gf(v-t) Y1 € RT{. 4.8)

Substituting (4.8) into the first equation of (4.1) yields the penalized system for only the
pseudostress

B 1 e 1 Td
(KAah,T)+E(V~ah,V~r) =g+ _f(V-1)  VreRT (4.9)
This system will be numerically solved by effective multigrid methods discussed in the next

section. As V - RT¢ = P¢, with known pseudostress o, the velocity u can then be calculated
by

1
u = g(v -0}, + Pyf), (4.10)

where P, is the L? projection operator into P defined in the previous section. For k = 0, the
calculation of P,f is explicit because for every K € 7,

1
P.f|x = — [ fdx.
wf |k |K|/;< X

For k > 1, the calculation of P,f requires numerical solutions of local problems on each element
K €17,

Puflk, vk = E,v)k Vv € Pu(K).

We end this section with description of matrix forms of (4.9) and (4.10). To do so, let
{<I>f7,i =1,2,...,N}and {1/}?, i = 1,2,...,M} be basis functions for RT¢ and P{, respec-
tively. The solutions o7} and uj; of (4.9) and (4.10) may be represented in terms of these basis

functions
N M
& __ h gh e __ hgh
0, = E Y@, and w, = E u;v;,
=1 =1
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respectively. Denote the unknown vectors by
T, =(she..20) and U, =(U8UL... UL,
the coefficient matrices by
1 .
A, =A) + EA,'1 with A} = ((cA®", @),
. hooph
D, = (DZ)MxM with Df'j — (1//1,,10[),

and the right-hand side vectors by

xN and A/ll = ((V ’ Q?’V : Q:’))NXN’

Gy = (G)),,, with Gl =g(®})+ (V).
Fy = (F'),,, with F'=f(¥}),
then the matrix forms of (4.9) and (4.10) are
AZ, =G, @.11)
and

1
D, U, = E(thh + Fy), (4.12)

respectively, where B, = (Bl."j) mxn With Bihj = (V.o lﬁf’ ). Note that support of the basis func-
tion 1#1’.' for the velocity is one element. Hence, the coefficient matrix D" is a block-diagonal mass
matrix with each block of size (k + 1) x (k+ 1), where k is the degree of piecewise discontinuous
polynomials approximating the velocity. This indicates that computational cost of solving (4.12)
is negligible and, hence, the main cost of the new method for solving the Stokes equation is the
solution of (4.11).

V. MULTIGRID PRECONDITIONERS
In this section, we study efficient multigrid preconditioners for both the penalty system (4.9) and

the global (unpenalized) saddle-point problem (3.5). Consider first the penalized problem (4.9).
Denote the corresponding bilinear form of (4.9) by

A(0,7) = (kAo,T) + %(V -0,V -1)
and introduce a weighted H (div) inner product by
B.(o,7) = (0,7) + é(v -o,V-1).
Theorem 5.1.  Assume that the penalty parameter ¢ is bounded above by a constant. Then

bilinear forms A.(-,-) and B, (-, -) are spectrally equivalent and uniform in ¢, i.e., there exist two
positive constants C| and C, independent of € such that

CiB.(1,7) < A.(1,7) < C,B.(t,T) V7t e H(div; Q)" 5.1

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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Proof. Equality (2.9) gives
(kA1) = [V Az|? < C||?,

which, in turn, implies the upper bound in (5.1). The lower bound in (5.1) is a direct consequence
of (2.10) and the assumption that ¢ < C. ]

The above theorem shows that the form B, (-, -) can be used to precondition the form A,(-,-)
effectively. It is well-known (see, e.g., [20]) that the form B, (-, -) can be efficiently preconditioned
by the multigrid (V-cycle) preconditioner with appropriate additive or multiplicative Schwarz
smoothers. This, in turn, implies that the multigrid V-cycle for the form B.(-,-) is an efficient
preconditioner for the form A, (-, -).

Asan alternative, we discuss a spectrally equivalent preconditioner for the saddle-point problem
in (3.5) without using the penalty method. This discrete problem takes a saddle-point two-by-two
block matrix form:

_ (A B
M”‘(Bh o) (5.2)

Denote by H;, = (B, (®", <I>?)) ~xn the matrix representation of the H (div) bilinear form B, (¢, T),
and denote by (:,-) the Euclidean inner product. In what follows will study the spectral rela-

tions between the symmetric and indefinite matrix M, and the symmetric, positive definite, and
block-diagonal matrix

Lemma 5.2.  There exist positive constants & and f independent of h such that
(DyM; Fo M, F) < B(D,' FL F) (5.3)
for any F = (g,f)" and that
(M X, X)| < a(DyX, X) 5.4)
forany X = (x,y)".

Proof. For any given F = (g,f)’, let X = (x,y)’ be the unique solution of the following
saddle-point problem

M,X =F. (5.5

Denote by g’ and f’ the corresponding linear functionals of g and f, respectively, and by (t, V)

. . . R .o . .
the corresponding function representation of X’ in RT, x P¢. The a priori estimate in Corollary
3.5 implies

1112 iy + V2 < BAE T+ 111D, (5.6)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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which translates to
(DX, X) < B((H;'g,g) + (D, 't.£)) = (D, ' F, F)
in terms of matrices and coefficient vectors. Now, (5.3) follows from the fact that X = M;l]:

due to (5.5).

A d
Forany X = (x,y)', let (7, v) be the corresponding function representation of X in RT, x P.
Then (5.4) may be rewritten as

(A7, 7) +2(v, V- D) < @It + IVIP),

which is an immediate consequence of the definition of A and the Cauchy-Schwarz inequality. m

We note that the same result as in Lemma 5.2 holds if D, is replaced with any spectrally
equivalent matrix. As D}, is a simple mass-matrix coming from discontinuous elements, hence
easily invertible, we only need a spectrally equivalent preconditioner for H, which was already
discussed previously in the case of the penalty matrix.

We comment at the end that, in other words Lemma 5.2 shows that the absolute value of eigen-

values of the symmetric matrix D, 2 /\/l wD, -2 are bounded above and away from the origin and
that these bounds are independent of /. As it is well known (see, e.g., the original reference [21]),
these facts are sufficient to prove mesh-independent convergence bounds for the preconditioned
minimum residual method applied to the system

)-(0):

using D, as a preconditioner. A mesh-independent convergence bound is also valid, if one simply
uses the preconditioned conjugate gradient method applied to the (weighted) normal system

M,D;' M, <’y‘) = M,D;" (%) : (5.8)
using Dj, as a preconditioner.

In conclusion, the saddle-point matrix M, can be optimally preconditioned by appropriate
block-diagonal matrix Dj, in a preconditioned minimum residual algorithm, or in the precondi-
tioned conjugate gradient method applied to the weighted normal form (5.8). Such techniques
were explored previously, as early as in [22].

VI. NUMERICAL RESULTS
In this section, we present numerical results on accuracy of mixed finite element approximation
and on the condition number of the preconditioned pseudostress system in (4.9). Test problems

are defined on the unit square = (0, 1)> with the viscosity parameter being one (v = 1).
To measure the discretization error, we consider a model problem with a known nonzero

solution. Let
(sm((Z)JTx)) ’ ify =01,

0 .
<— sin(2ny)> , ifx =01

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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TABLE 1 L2 errors for the pseudostress |6 — aill

h d.o.f e =h? e=h/4 e=h/2 e=h e=2h e =10h
% 80 3.0111 3.0111 3.0120 3.0136 3.0170 3.0448
% 288 1.4638 1.4641 1.4646 1.4656 1.4677 1.4858
1716 1088 7.1866e —1 7.1878¢ —1 7.1895¢ —1 7.1928¢ —1 7.1997e¢ —1 7.2668¢ — 1
31—2 4224 3.572le—1 3.5724e—1 3.5729¢ —1 3.5738e—1 3.5758¢ —1 3.5983¢ —1
6L4 16,640 1.7832¢ —1 1.7833e—1 1.7834e—1 1.7837¢—1 1.7842¢ —1 1.7922¢ — 1
% 66,048 8.9383¢ —2 89126e —2 89129¢ —2 8.9136e —2 89154 —2 8.9469¢ — 2

be the right-hand side function and the prescribed velocity on the boundary, respectively.
Then

_( sin(2mx)cos(2my) 2 2

- <— cos(2mwx) sin(2w y) and p=x"+y

are the exact solution of the stationary Stokes equation. By the definition of the pseudostress in
(2.2), we have

oc=—-—pé+Vu

1
cos(2mx) cos(2my) — 2—(x2 +9) sin(2mx) sin(2m y)
=2 T
1
—sin(2wx) sin(2mw y) —cos(2mx)cos(2wy) — 2—(x2 +%)
54

Obviously, (o,u) is then the exact solution of variational problem (2.7) in the pseudostress-
velocity formulation.

Partition the domain € = (0,1)? by uniform rectangular elements K;; = (ih, jh) for
i,j =0,1,...,N with h = 1/N. Finite element approximation ¢ € RT{ to the pseudostress
is computed through solving system (4.9) with the lowest order RT element (k = 0) by a direct
method. Finite element approximation u; € P¢ to the velocity is calculated explicitly by using
(4.10). Discretization errors for ¢ = ch and h"™ with different values of constant ¢ and exponent m
are reported in Tables I-III. The pseudostress and velocity are O (k) accurate in the L? norm for
m > 1 as predicted theoretically in Section IV and their dependence on the constant ¢ is weak.
The second equations in (4.1) and (2.5) imply

8u;=v'0'z+th=V'0’Z—PhV'0'.

As ||y || is bounded (see Lemma 3.4), [P, V-0 — V -0} || = O(e) which s confirmed numerically
in Table II.

Next we study the multigrid convergence rates using different values of ¢. Random right hand
sides are used with the zero energy mode eliminated. We apply a classical V(1,1)-cycle multi-
grid algorithm with multiplicative Schwarz smoothers where the overlapped blocks are formed
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TABLE II. Discrete L errors for the divergence of pseudostress |[P,V -0 — V - ol

h  dof. e =n* e=hn e =h? e=nh/4 e=h e = 10h
% 80 1.9438¢ —3 7.7746e —3 3.1089¢ —2 3.1089¢ —2 1.2421e —1 1.2251
% 288 1.5858¢ —4 1.2686e¢ —3 1.0148¢ —2 2.0294¢ —2 8.1126e —2 8.0552¢ — 1
Tl6 1088 1.0565¢ —5 1.6905¢ —4 2.7047¢ —3 1.0818¢ —2 4.3259¢ —2 4.3105¢ — 1
317 4224 6.7084e —7 2.1467¢ —5 6.8693¢ —4 5.4952¢ —3 2.1977¢ —2 2.1938¢ — 1
6L4 16,640 4.2092¢ —8 2.6939¢ —6 1.724le —4 2.7585¢ —3 1.1033¢e —2 1.1023¢ — 1
% 66,048 2.6333¢ —9 3.3706e —7 4.3144e —5 1.3806e —3 5.5222¢ —3 5.5197¢—2

by collecting the edge variables incident on each node (that is, each block is 8 x 8, because
there are 4 edges and each edge has degree of freedom 2); and the coarsest problem is solved by
the conjugate gradient method. The prolongation (or coarse-to-fine) operators, which are widely
used for nested rectangular meshes, are defined by (from the coarser level / 4+ 1 to the finer
level ):

(ex);  if (€)1 € (er)

P11+1(€j)1+1 =11 .
E(ek)l if (Ej)l+1,(€k)1 € (Ep)i+1s (ej)l+1 & (e, (ej)1+1||(€k)1

where (e;); denotes the j-th edge on level /, (E;), denotes the j-th element on level /, and ||
denotes that the two edges are parallel. The second clause of the above formula basically states
that the fine edges that are not part of the coarse mesh are interpolated by their neighboring edges
that are parallel to them. The restriction (or fine-to-coarse) operators are defined as the transpose
of the corresponding prolongation operators. Finally, we form the Galerkin coarse operators for
all coarse levels via A1 = (P )" A P/,.

TABLE III.  L? errors for the velocity |lu — ug ||

h d.o.f. e =h? e=h/4 e=h/2 e=h e=2h e =10h
% 80 4.2115¢—1 42115¢—1 4.2118¢ —1 4.2125¢—1 4.2140e —1 4.2256e —1
% 288 2.2277e—1 22278¢ —1 22279¢—1 22282¢—1 2.2288¢—1 2.2338¢ —1
% 1088 1.1287¢ —1 1.1288¢ —1 1.1288¢ —1 1.1289¢ —1 1.1291e—1 1.1307¢ — 1
31—2 4224 5.6620e —2 5.6621e —2 5.6622¢ —2 5.6624e —2 5.6629¢ —2 5.668le —2
6i4 16,640 2.8333¢ —2 2.8333¢e—2 2.8334e—2 2.8334¢—2 2.8335¢—2 2.8353¢—2
% 66,048 1.4169¢ —2 1.4169¢ —2 1.4169¢ —2 1.4170e —2 1.4170e —2 1.4177¢ —2
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TABLE IV. MG convergence rate for different &’s.

p(iter)

h N e =h? e=0.1h e =0.5h e=h e=>5h e =10h
% 288 0.20(12) 0.20(12) 0.20(12) 0.20(12) 0.20(12) 0.20(12)
% 1088 0.21(12) 0.21(12) 0.21(12) 0.21(12) 0.21(12) 0.21(12)
% 4224 0.21(12) 0.21(12) 0.21(12) 0.21(12) 0.21(12) 0.21(12)
é 16,640 0.22(12) 0.21(12) 0.21(12) 0.21(12) 0.21(12) 0.21(12)
% 66,048 NC 0.21(12) 0.21(12) 0.21(12) 0.21(12) 0.21(12)
ﬁ 263,168 NC NC 0.24(13) 0.21(12) 0.21(12) 0.21(12)

N, total degree of freedom; p, average convergence rates; (iter), number of MG iterations (V(1,1) using Schwarz smoother);
NC, does not converge.

The results for a few different values of ¢ are given in Table IV. We observe here that multigrid
is not robust when ¢ is small. A remedy is to use the generalized minimal residual (GMRES)
(or conjugate gradient (CG)) method with one V(1,1)-cycle multigrid as the preconditioner, the
results of which are given in Table V.

In the next set of numerical experiments we use the bilinear form B, (-,-) as a preconditioner
of the bilinear form A,(-,-). We again apply GMRES with one V(1,1)-cycle multigrid as the
preconditioner. Again the iteration counts for a few different values of ¢ are given in Table VI.

In all our experiments we observe essential spectral equivalent convergence rates for small ¢,
i.e., ¢ = O(h). When the method converges, its convergence rate is independent of . Finally,
Tables V and VI show that the preconditioned GMRES using the bilinear form A, (-, -) is twice
faster than that using the bilinear form B, (-, -).

TABLE V. MG convergence rate for different &’s.

p(iter)

h N e =h? e =0.1h e =0.5h e=h e =5h e =10h
é 288 0.124(9) 0.124(9) 0.124(9) 0.124(9) 0.130(9) 0.13009)
1]76 1088 0.146(10)  0.146(10) 0.146(12) 0.146(10) 0.146(10) 0.146(10)
BLZ 4224 0.154(10)  0.154(10) 0.154(10) 0.154(10) 0.154(10) 0.154(10)
6i4 16,640 0.155(10)  0.155(10) 0.155(10) 0.155(10) 0.155(10) 0.155(10)
% 66,048 0.157(10)  0.157(12) 0.157(10) 0.157(10) 0.157(10) 0.157(10)
ﬁ 263,168 0.158(10)  0.158(10) 0.158(10) 0.158(10) 0.158(10) 0.158(10)

N, total degree of freedom; p, average convergence rates; (iter), number of GMRES iterations using MG V(1,1) as
preconditioner.

Numerical Methods for Partial Differential Equations DOI 10.1002/num



MIXED METHOD FOR STOKES PROBLEM 21

TABLE VI. GMRES-MG convergence rates for different ¢’s.

p(iter)
h N e=hn? e =0.1h e =0.5h e=h e =5h e =10h
% 288 0.38(19) 0.38(19) 0.38(19) 0.38(19) 0.38(19) 0.38(19)
li6 1088 0.40(20) 0.40(20) 0.40(20) 0.40(20) 0.40(21) 0.40(21)
3]—2 4224 0.42(22) 0.42(22) 0.42(22) 0.42(22) 0.42(22) 0.42(22)
6i4 16,640 0.42(22) 0.42(22) 0.42(22) 0.42(22) 0.42(22) 0.42(22)
ﬁ 66,048 0.41(21) 0.41(21) 0.41(21) 0.41(21) 0.41(21) 0.41(21)
ﬁ 263,168 0.41(21) 0.41(21) 0.41(21) 0.41(21) 0.41(21) 0.41(21)

N, total degree of freedom; p, average convergence rates; (iter), number of GMRES iterations using MG V(1,1) as
preconditioner.

VIl. CONCLUSION REMARKS

In this article, we studied a new numerical method for solving the stationary Stokes equation,
which may be easily extended to Navier-Stokes equations in principle. The method is more accu-
rate than existing methods for applications in which the shear stress are important. The main cost
of the method is the computation of the solution of the pseudostress system in (4.9). Even though
the pseudostress has more variables than the velocity and pressure, the numbers of degrees of free-
dom for the pseudostress using Raviart-Thomas elements of index k = 0, 1 and BDM elements
of index k = 1,2 [17] are comparable to those for the velocity-pressure using Crouzeix-Raviart
(nonconforming) elements of order k = 1,2 and k = 2, 3, respectively. Calculations of the other
physical quantities such as the velocity, pressure, stress, and vorticity are straightforward and have
negligible cost. Our numerical results have shown that the positive, definite pseudostress system
can be solved by a highly efficient PCG with a spectrally equivalent multigrid preconditioner.
Uniform convergence analysis, with respect to the mesh size, the number of levels, and the large
penalty parameter, on multigrid method for the pseudostress system will be presented in [23]. If
one wants to avoid the penalty formulation, then one has to work with the indefinite saddle-point
system in the way described in the second part of Section V. The latter approach is somewhat more
expensive because one has to work with bigger size matrices and vectors, but nevertheless the
discussed preconditioned methods (the minimum residual and conjugate gradient applied to the
weighted normal system) exhibit proven convergence rates bounded independently of the mesh
size.

References

1. J. Marchal and M. Crochet, Hermitian finite elements for calculating viscoelastic flow, J Non-Newtonian
Fluid Mech 20 (1986), 187-207.

2. D. N. Arnold and R. Winther, Mixed finite elements for elasticity, Numer Math 42 (2002), 401-419.
3. Z. Cai, B. Lee, and P. Wang, Least-squares methods for incompressible Newtonian fluid flow: linear

stationary problems, SIAM J Numer Anal 42 (2004), 843-859.

Numerical Methods for Partial Differential Equations DOI 10.1002/num



22

4.

5.

10.
11.

12.

13.

14.

16.

17.
18.

19.

20.

21.

22.

23.

CAI ET AL.

Z. Cai and G. Starke, Least-squares methods for linear elasticity, STAM J Numer Anal 42 (2004),
826-842.

P. A. Raviart and I. M. Thomas, A mixed finite element method for second order elliptic problems,
Lecture Notes in Mathematics 606, Springer-Verlag, Berlin, 1977, pp. 292-315.

. M. Crouzeix and P. A. Raviart, Conforming and nonconforming finite element methods for solving the

stationary Stokes equations, RAIRO Anal Numer 7 (1973), 33-76.

. R. Rannacher and S. Turek, Simple nonconforming quadrilateral Stokes element, Numer Methods PDE

8(1992), 97-111.

. Z. Cai, J. Douglas Jr., and X. Ye, A stable nonconforming rectangular finite element method for the

Stokes and Navier-Stokes equations, Calcolo 36 (1999), 215-232.

. D. N. Arnold, R. S. Falk, and R. Winther, Preconditioning in H (div) and applications, Math Comp 66

(1997), 957-984.
R. Hiptmair, Multigrid method for H(div) in three dimensions, ETNA 6 (1997), 133-152.

P. S. Vassilevski and J. Wang, Multilevel iterative methods for mixed finite element discretizations of
elliptic problems, Numer Math 63 (1992), 503-520.

Z. Cai, C. Wang, and S. Zhang, Mixed finite element methods for incompressible flows: stationary
Navier-Stokes equations, SIAM J Numer Anal, submitted.

D. N. Arnold, J. Douglas Jr., and C. P. Gupta, A family of higher order mixed finite element methods
for plane elasticity, Numer Math 45 (1984), 1-22.

Z. Cai and G. Starke, First-order system least squares for the stress-displacement formulation: linear
elasticity, SIAM J Numer Anal 41 (2003), 715-730.

. S. C. Brenner and L. R. Scott, The mathematical theory of finite element methods, Springer-Verlag,

New York, 1994.

F. Brezzi, On existence, uniqueness and approximation of saddle-point problems arising from Lagrange
multipliers, RAIRO Anal Numér. 2 (1974), 129-151.

F. Brezzi and M. Fortin, Mixed and Hybrid Finite Element Methods, Springer-Verlag, New York, 1991.

M. Bercovier, Perturbation of mixed variational problems—application to mixed finite element methods,
Numer Math RAIRO 12 (1978), 211-236.

V. Girault and P. A. Raviart, Finite element methods for navier-stokes equations: theory and algorithms,
Springer-Verlag, New York, 1986.

D. N. Arnold, R. S. Falk, and R. Winther, Multigrid in H (div) and H (curl), Numer Math 85 (2000),
197-218.

R. Chandra, Conjugate Gradient Methods for Partial Differential Equations, Yale University, New Haven,
CT, 1978.

T. Rusten and R. Winther, A preconditioned iterative method for saddle—point problems, SIAM J Matrix
Analysis Appl 13 (1992), 887-904.

Z. Cai and Y. Wang, A multigrid method for the pseudostress formulation of Stokes problems, SIAM J
Sci Comput 29 (2007), 2078-2095.

Numerical Methods for Partial Differential Equations DOI 10.1002/num



