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Today'’s draft problem

To be presented by today’s draftee. IN

Suppose X and Y are jointly |
continuously distributed with joint
PDF

—(x+y)
_ e , x>0,y>0
flay) = { 0, else.

Find P{X <Y} and P{X < a}.
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Recall: Jointly continuous random variables

Definition:
Let X and Y be random variables. We say they are jointly continuous if there exists a
function f(x, y) such that for every (measurable) event C ¢ R?

P{(X,Y) € C} = jj £ y) dx dy
(x,y)ec

We call f the joint probability density function (joint PDF) of X and Y.

In particular,
b a
F(a,b) = j jf(x,y) dx dy
so by the Fundamental Theorem of Calcul_us,_
2
f(a,b) = 5a9h F(a,b)
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Recall: Jointly continuous random variables

We recover marginals in the continuous case analogously to how we did it in
the discrete case:

Let X and Y be jointly continuous random variables. Then
+00

P{XEA}=P{XEA,—OO<Y<+00}=j jf(x,y)dydx =jfx(x)dx
— 00 A

A
where

fe(0) = j f(y) dy

is the PDF of X.

Let's do examples 1f and 1e now.
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SEVERAL jointly random variables

We can generalize all the above from two random variables to several.

Let X;, X5, ..., X, be several random variables. Their joint CDF is defined by
F(aq,ay, ...,an) = P{X; <a;,X, <a, .. X, <a,}

We say they are jointly continuous if there exists a function f (x4, x5, ..., x,,) such that

P{(X]_;XZ; ---;Xn) € C} = fj ---J f(xlf xz, "_,xn) dxl oo dxn
(x1,X2,..wXn)EC

We recover the marginal for, say, X; by “integrating out” all the other variables:
+00 +00

P(X, €Ay = j j j flxqy, %0, v, xp) dxy - dx,_q dxy,

Al —00
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Independent random variables

Definition:

Two random variables X and Y are independent if for any two (measurable*) subsets of real
numbers 4,B c R

P{X € AY € B} = P{X € A}P{Y € B}.
In other words: the events {X € A} and {Y € B} are independent for all A,B c R.

With some work, previous definition can be shown to be equivalent to
following:

F(a,b) = Fx(a)Fy(b) foralla,b € R.
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Discrete Case: Independent random variables

Useful fact:

If two random variables X and Y are both discrete, then they are independent exactly when
p(x,y) = px(x)py(y)  forallx,y € R.

Let’s prove this.
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Continuous Case: Independent random variables

Useful fact:
If two random variables X and Y are both continuous, then they are independent exactly
when

foy) = fx)fy(y)  forallx,y e R
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