




Consider 𝑛 independent flips of a coin having probability 𝑝 of landing on 

heads. Say that a changeover occurs whenever an outcome differs 

from the one preceding it. (For instance, if 𝑛 = 5 and the outcome is 

𝐻𝐻𝑇𝐻𝑇, then there are 3 changeovers.) Find the expected number of 

changeovers.

Hint: Express the number of changeovers as the sum of 𝑛 − 1 Bernoulli 

random variables.



𝐴𝐵𝐶𝐷 𝐴 =
0,0 , 𝐵 = 1,0 , 𝐶 = 1,1 , 𝐷 = (0,1)

𝛼, 𝛽, 𝛾, 𝛿
𝐴𝐵, 𝐵𝐶, 𝐶𝐷, 𝐷𝐴 𝑆

𝛼𝛽𝛾𝛿 𝐸 𝑆

𝑆 =
det( 𝛾−𝛼,𝛿−𝛽)
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𝑋 𝑌 Cov(𝑋, 𝑌)

Cov 𝑋, 𝑌 = 𝐸[ 𝑋 − 𝐸 𝑋 𝑌 − 𝐸 𝑌 ]

Cov 𝑋, 𝑌 = 𝐸 𝑋𝑌 − 𝐸 𝑋 𝐸[𝑌]



𝑋 𝑌 Cov 𝑋, 𝑌 = 0

𝑋 {−1,0,1} 𝑌
𝑋 = 0



𝐶𝑜𝑣 𝑋, 𝑌 = 𝐶𝑜𝑣 𝑌, 𝑋
𝐶𝑜𝑣 𝑋, 𝑋 = 𝑉𝑎𝑟 𝑋
𝐶𝑜𝑣 𝑎𝑋, 𝑌 = 𝑎 𝐶𝑜𝑣(𝑋, 𝑌)

𝐶𝑜𝑣 σ𝑖=0
𝑛 𝑋𝑖 , σ𝑗=0

𝑚 𝑌𝑗 = σ𝑖=0
𝑛 σ𝑗=0

𝑚 𝐶𝑜𝑣(𝑋𝑖 , 𝑌𝑗)



𝑋1, 𝑋2, … , 𝑋𝑛 

𝑉𝑎𝑟 ෍

𝑖=1

𝑛

𝑋𝑖 = ෍

𝑖=1

𝑛

𝑉𝑎𝑟 𝑋𝑖 + 2 ෍

𝑖<𝑗

෍ 𝐶𝑜𝑣(𝑋𝑖 , 𝑋𝑗)



𝑋1, 𝑋2, … , 𝑋𝑛 𝜇 𝜎2 ത𝑋
𝑋𝑖 − ത𝑋,  𝑖 = 1,2, … , 𝑛

𝑆2 = ෍

𝑖=1

𝑛
𝑋𝑖 − ത𝑋 2

𝑛 − 1

𝑉𝑎𝑟 ത𝑋 𝐸[𝑆2]

𝑛 − 1 𝑛



𝑁 𝑁
𝑣𝑖

𝑣𝑖 𝑣𝑖 = 1
𝑣𝑖 = 0 𝑛 < 𝑁

𝑛
𝑁
𝑛

𝑇

𝐸[𝑇] 𝑉𝑎𝑟(𝑇)

𝑣𝑖 = 0 or 1 𝑇/𝑛
𝑁





𝑋 𝑌

𝑓 𝑥, 𝑦 = ൞
2𝑒−2𝑥

𝑥
, 0 ≤ 𝑥 < ∞, 0 ≤ 𝑦 ≤ 𝑥

0, 𝑒𝑙𝑠𝑒

𝐶𝑜𝑣 𝑋, 𝑌 .
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