
Lecture 8.3
Po isson Pro cesses;  Lin ea ri ty of  

expec tat ion
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Today’s reading: 4.7+4.9 (you can skip 
4.8 for now, although we might need 
to come back to some of it later. You 
should look at 4.10, but don’t worry 
too much about it for now.)
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Next class: 5.1, 5.2, 5.3

HW6 due today



Today’s draft problem

To be presented by today’s draftee.
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Suppose that the number of accidents that occur on a 
highway each day is a Poisson random variable 𝑋 with 
parameter 𝜆 = 3.

(a) Find the probability that 3 or more accidents occur 
today.

(b) Repeat part (a) under the assumption that at least 1 
accident occurs. (In other words, compute the 
conditional probability 𝑃 𝑋 ≥ 3 {𝑋 ≥ 1}).



Recall = Poisson random variables

Definition (from the book):
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A Poisson random variable with parameter 𝜆 is a random variable 𝑋 that takes the 
values 0, 1, 2, … and has PMF given by

𝑝 𝑖 = 𝑃 𝑋 = 𝑖 = 𝑒−𝜆
𝜆𝑖

𝑖!
𝑖 = 0, 1, 2, …



Recall - Poisson random variables  - WHY?!
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1. If 𝑋 is a binomial random variable with parameters 
(𝑛, 𝑝) where 𝑛 is “large” and 𝑝 is “small enough” so 
that E 𝑋 = 𝑛𝑝 is “not large,” then a Poisson random 
variable with parameter 𝜆 = 𝑛𝑝 is a “good 
approximation” to 𝑋.

2. Poisson PMFs show up in situations where we want to 
count the number of times a relatively rare discrete 
event occurs in a large, continuous interval of time.

Two explanations:

Today



Little o notation

Definition (more-or-less from the book):
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A function 𝑓 ℎ  is a said to be “little o of ℎ,” sometimes written f = 𝑜(ℎ), if

lim
ℎ→0

𝑓(ℎ)

ℎ
= 0

For example: f ℎ = ℎ2 is o(ℎ) because

lim
ℎ→0

ℎ2

ℎ
= lim

ℎ→0
ℎ = 0



Poisson process - definition

Definition (more-or-less from the book):
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A Poisson process with rate 𝜆 is a random process where discrete “hits” can 
happen repeatedly at specific moments in time (which is taken to be continuous) 
subject to the following requirements:
1. The probability that exactly 1 hit occurs in an interval of time of length ℎ is 

𝜆ℎ + 𝑜(ℎ).
2. The probability that 2 or more hits occur in an interval of time of length ℎ is 

o(ℎ).
3. For any integers 𝑛, 𝑗1, 𝑗2, … , 𝑗𝑛 and any set of 𝑛 non-overlapping intervals of 

time, if 𝐸𝑖  denotes the event where exactly 𝑗𝑖  hits occur in the 𝑖th interval, 
then the events 𝐸1, 𝐸2, …, 𝐸𝑛 are independent. 



Poisson process – counting hits

Claim (more-or-less from the book):
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For a Poisson process with rate 𝜆 and a positive real number 𝑡, let 𝑁 denote the 
number of hits in the interval [0, 𝑡].  Then 𝑁 is a Poisson random variable with 
parameter 𝜆𝑡.

Let’s go over the proof on the board.



Monday’s draft problem

To be presented by Monday’s draftee.
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The probability of getting dealt a full 
house in one hand of poker is 
approximately 0.0014.  Use a Poisson 
approximation to approximate the 
probability that in 1000 hands of poker, 
you are dealt at least 2 full houses.



Sums of random variables – definition

Definition:
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Let 𝑋1, 𝑋2, … , 𝑋𝑛 be several random variables, all on the same state space 𝑆.  That 
is, each 𝑋𝑖  is a function

𝑋𝑖: 𝑆 → ℝ
Then the sum of 𝑋1, 𝑋2, … , 𝑋𝑛 is the random variable denoted 𝑋1 + ⋯ + 𝑋𝑛 and 
defined as
                               𝑋1 + ⋯ 𝑋𝑛: 𝑆 → ℝ
                                                  𝑠 ↦ 𝑋1 𝑠 + ⋯ + 𝑋𝑛(𝑠)



Linearity of expectation

Corollary 9.2:
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Let 𝑋1, 𝑋2, … , 𝑋𝑛 be several random variables, all on the same state space 𝑆. Then
𝐸 𝑋1 + ⋯ + 𝑋𝑛 = 𝐸 𝑋1 + ⋯ + 𝐸[𝑋𝑛]

In fact, if 𝑎1, 𝑎2, … , 𝑎𝑛 are any real numbers, then
𝐸 𝑎1𝑋1 + ⋯ + 𝑎𝑛𝑋𝑛 = 𝑎1𝐸 𝑋1 + ⋯ + 𝑎𝑛𝐸[𝑋𝑛]

This is true in general, but for now, we will prove it assuming that our random variables are discrete. This 

makes things easier because 𝐸 𝑋 =  σ𝑠∈𝑆 𝑋 𝑠 𝑝(𝑠).
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