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Abstract. A model is developed for the spread of an infectious disease in a population with
constant recruitment of new susceptibles and the fundamental properties of its solutions are analyzed.
The model allows for arbitrarily many stages of infection all of which have general length distributions
and disease mortalities. Existence and uniqueness of solutions to the model equations are established.
A basic reproduction ratio is derived and related to the existence of an endemic equilibrium, to the
stability of the disease-free equilibrium, and to weak and strong endemicity (persistence) of the
disease. A characteristic equation is found, the zeros of which determine the local stability of the
endemic equilibrium, and sufficient stability conditions are given for the case that infected individuals
do not return into the susceptible class. In a subsequent paper, explicit sufficient and necessary
stability conditions will be derived for the case that the disease dynamics are much faster than the
demographics.
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1. Introduction. The course of an infectious disease in an individual is typically
divided into several stages: latent period, infectious period without symptoms, and
infectious period with symptoms. Latent period plus asymptomatic infectious period
often form the incubation period. In childhood diseases, e.g., there is also a period of
immunity, while in HIV/AIDS one can further subdivide the symptomatic infectious
period according to the occurrence of specific symptoms.

Why arbitrary length distributions of infection periods? Already Ker-
mack and McKendrick (1927, 1932, 1933) have provided a very general mathematical
framework for the analysis of infectious diseases; it lumps the various stages into one
stage, the infected stage, but allows the infectivity of an infected individual to depend
on its age of infection (i.e., the time that has elapsed since the moment of infection).
While the Kermack–McKendrick model allows for powerful mathematics leading to
important theoretical insight (see Diekmann, Heesterbeek, and Metz (1995a) for a
survey; see also Hethcote and Thieme (1985), Thieme and Castillo-Chavez (1993)), it
connects to data that are more difficult to collect than data concerning the lengths of
the various periods mentioned above (though this is already difficult enough). Many
mathematical models for the spread of infectious diseases are therefore compartmen-
tal models considering the various stages of infection. Most of them are ordinary
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differential equations models such that the durations of the stages are exponentially
distributed. Other models have assumed that the stages have fixed lengths without
any variability (see Hethcote (1994) for a survey). Both assumptions are extreme,
the second assumes zero standard deviation of the duration from its mean, while the
first leads to a standard deviation that is identical to the mean duration. The data
analyses presented in Bailey (1975, Chapter 15), Gough (1977), and Becker (1989)
show various estimates for the latent period of measles. The estimates do somewhat
depend on the methods used and the circumstances considered, but they agree that
the standard deviation is not negligible on the one hand, but much shorter than the
mean duration (about one fifth) on the other hand. Sartwell (1950, 1966) shows a
similar picture for the incubation periods of a host of infectious diseases (see also
Thieme (to appear 2) section 1.7).

Survey of models with arbitrarily distributed infection periods. After
Hoppensteadt (1974, 1975) introduced a model framework that incorporates almost
arbitrary length distributions of various disease stages (the distributions must have
a density), quite a few models have been considered where one infection period is
arbitrarily distributed, typically the infectious or the immune period.

Stech and Williams (1981) show a remarkable global stability result for the en-
demic equilibrium in a model with an arbitrarily distributed immunity period, their
result was recently extended to diseases that cause fatalities (Thieme and van den
Driessche (1999)). Lin and van den Driessche (1992) prove threshold results for models
with an arbitrarily distributed immunity period and a nonlinear incidence. Castillo-
Chavez et al. (1989) study the global stability of the disease-free and the local stability
of the endemic equilibrium for an AIDS model with arbitrarily distributed infectivity
period and a general contact function. Brauer (1990, 1991, 1996) analyzes the local
stability of the endemic equilibrium in models with arbitrarily distributed infectious
period incorporating varying population size, disease fatalities, and vertical trans-
mission. Van den Driesche and Watmough (to appear) study backward bifurcation
of endemic equilibria for SIS models with arbitrarily distributed infectious periods.
(Here and in the following, the letters S, E, I, R stand for “suspectible, exposed,
infectious, removed.”)

There seem to be very few papers that analyze models where at least two infection
stages are arbitrarily distributed. Hethcote and Tudor (1980) first consider an SIR
model with an arbitrarily distributed infectious period for which they establish sta-
bility results for the disease-free and the endemic equilibrium. Then they present an
SEIR model with arbitrarily distributed latent and infectious periods for which they
prove the global stability of the disease-free equilibrium in the subthreshold case and
show that the characteristic equation associated with the endemic equilibrium has
roots with strictly negative real part only (which implies local asymptotic stability if
one adds some dynamical system theory which was not available at that time). Both
models include vaccination. Hethcote, Stech, and van den Driessche (1981) formulate
an SEIS model with arbitrarily distributed latent and infectious periods and show
global stability of the disease-free equilibrium in the subthreshold case and local or
global asymptotic stability of the endemic equilibrium for fixed stage durations or for
mixtures of one arbitrary and one exponential stage distribution.

Outline of this paper. We introduce a model with the following features (sec-
tion 2):

• arbitrarily (though finitely) many stages of infection all of which have general
length distributions.
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• stage-age dependent per capita disease-fatalities in every stage of infection
• a general functional dependence of the incidence on the number of individuals
in the various stages.

Our model is more restrictive than some of the models mentioned above in so far
as we assume a constant flux into the epidemiologically relevant part of the population,
assume a constant per capita mortality rate due to infection-unrelated causes, and do
not consider vaccination or vertical transmission.

We offer three equivalent model formulations all of which have their advantages
and will be used in the analysis. Our first formulation combines the stage-age concept
introduced by Hoppensteadt (1974, 1975) with the age-density approach by Sharpe
and Lotka (1911) to demographics. Following Sharpe and Lotka somewhat further,
this formulation is equivalently transformed into a system of Volterra integral equa-
tions and, in the spirit of McKendrick (1926, section 7), into a Cauchy problem
involving first-order partial differential equations.

The main body of the paper is devoted to analyzing the fundamental properties
of the model. Based on the integral equation formulation we prove existence and
uniqueness of solutions (section 3). A unique disease-free and an endemic equilibrium
and a basic reproduction ratio, R0, are identified (section 4) and the existence of the
endemic equilibrium is linked to R0 being larger than 1. A rather general assumption
for the uniqueness of the endemic equilibrium is presented. We present conditions for
the disease to get extinct if R0 < 1 (section 5) and for endemicity (persistence) of the
disease if R0 > 1 (section 6). We derive a characteristic equation the roots of which
determine the local stability of the disease-free and the endemic equilibrium (section
7). In section 8 we discuss various possibilities to derive Hopf bifurcation of periodic
solutions if the endemic equilibrium switches its stability. As usual we find that the
disease-free equilibrium is locally asymptotically stable if R0 < 1 and unstable if
R0 > 1. In the case that the infected individuals in the last stage are completely
recovered from the infection (in particular they are no longer infectious and do not
die from the after-effects of the disease) and that they are permanently immune, we
give a condition for local asymptotic stability of the endemic equilibrium in terms
of the functional dependence of the incidence on the sizes of the various infectious
stages. This condition is far from necessary but confirms the conjecture in Hethcote
and Tudor (1980) that SEIR models (under constant recruitment of new susceptibles)
with either mass action incidence or with standard incidence and no disease fatalities
have their endemic equilibrium locally asymptotically stable, however general the
distributions of the stage durations are. (For the Kermack–McKendrick-type model
with one arbitrarily distributed infected stage and variable infectivity this has been
already confirmed in Thieme and Castillo-Chavez (1993).) This picture changes even
for models with exponentially distributed stage durations, if standard incidence is
appropriately combined with adding an isolation (or quarantine) stage during which
infected individuals are kept away from the epidemic scene (Feng (1994), Feng and
Thieme (1995)). As indicated by the results in Thieme and Castillo-Chavez (1993),
the endemic equilibrium may also lose its stability, if standard incidence is combined
with disease fatalities and several infectious stages.

Forthcoming work. In order to explore the stability of the endemic equilibrium
further, in a sequel to this paper (Feng and Thieme (preprint)), we will consider
the case that the disease dynamics are much faster than the demographics. This
will allow us to find an explicit expansion of the leading roots of the characteristic
equation for the endemic equilibrium. We will generalize and reinterpret Dietz’s (1976)
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formula (see also Anderson and May (1991)) for the frequency of recurrent outbreaks
of childhood diseases and come up with conditions for the instability of the endemic
equilibrium which are formulated in terms of the first three moments of the lengths
distributions of the various stages.

2. The model. We consider the spread of an infectious disease in a population
the epidemiologically relevant part of which has size N(t) at time t. The epidemiolog-
ically relevant part is the whole population for diseases like influenza or rubella, while
it is the sexually active part of the population for sexually transmitted diseases. We
divide the population into susceptible and infected individuals, the number of suscep-
tible individuals at time t is denoted by S(t). The infected individuals are further
divided into n stages of infection,

N(t) = S(t) +

n∑
j=1

Ij(t),(2.1)

with Ij denoting the number of individuals in the jth stage. A possible division is
n = 4 with I1(t) = E(t) denoting the exposed individuals (those in the latency period
who are infected, but not yet infectious), I2(t) denoting the infectious individuals,
I3(t) = Q(t) the individuals in quarantine who are potentially infectious but have
been isolated, and I4(t) = R(t) denoting the recovered individuals who are no longer
infectious. In modeling a disease like HIV/AIDS one may like to further divide the
infectious stage according to disease progression (Hethcote and Van Ark (1992), Simon
and Jacquez (1992)).

The change of the susceptible population obeys the following law:

Ṡ(t) = Λ− µS(t)−B0(t) +Bn(t),

B0(t) = f(S(t), I(t)), I(t) = (I1(t), . . . , In(t)).

Here Λ > 0 is the (constant) influx (or recruitment) rate of new individuals into
the epidemiologically relevant part of the population, all freshly entering individuals
are assumed to be susceptible. If the whole population is epidemiologically relevant,
Λ is the population birth rate. µ > 0 is the per capita mortality rate not due to
disease-related causes. B0(t) is the incidence, i.e., the infection rate at time t, which
is a function of the number of susceptibles and the number of individuals in the various
infected classes. Bn(t) is the rate of individuals who have recovered from the disease
but lose their immunity and return into the susceptible class.

A convenient concept to model arbitrary distributions of stage durations is stage
(or class) age (Hoppensteadt (1974, 1975)). Stage age, here usually denoted by a, is
the time that has elapsed since entering the stage. We stratify the individuals in the
jth stage of infection as

Ij(t) =

∫ aj

0

uj(t, a)da,

where uj(t, ·) denotes the stage age density at time t and aj > 0 is the maximum
sojourn time in stage j. aj may be finite or infinite.

We introduce functions Pj ,Fj : [0,∞)→ [0, 1] which describe the duration of the
jth stage and the disease-related mortality in the jth stage. More precisely Pj(a) is
the probability that the jth stage lasts longer than a time units. Further 1 − Fj(a)
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gives the probability to die from disease related causes during the jth stage before
reaching stage age a. Fj and Pj are nonnegative, nonincreasing functions on [0,∞),

Fj(0) = 1 = Pj(0).

Recalling that aj denotes the maximum sojourn in the jth stage,

Fj(a)Pj(a) > 0, 0 ≤ a < aj ,

Fj(a)Pj(a) = 0, a > aj , whenever aj < ∞.

The average duration of the jth stage, Dj , is given by

Dj =

∫ ∞

0

Pj(a)da,

while the average sojourn time in the jth stage is given by

Tj =

∫ ∞

0

e−µaFj(a)Pj(a)da.

We assume that Dj < ∞ for all stages j except possibly for the last stage, j = n.
Notice that Pj and Fj are not necessarily continuous or absolutely continuous.

This allows us to include the case that a stage has a fixed duration. We assume,
however, that Pj and Fj have no joint discontinuities.

In order to describe the stage dynamics, let Bj−1(t) be the rate of individuals
entering the jth stage. For j = 2, . . . , n, this is also the rate of individuals leaving the
(j − 1)st stage. Then

uj(t, a) =




Bj−1(t− a)Fj(a)Pj(a)e
−µa; 0 ≤ a < t,

ŭj(a− t)
Fj(a)Pj(a)

Fj(a−t)Pj(a−t)e
−µt; 0 < t ≤ a ≤ aj ,

ŭj(a); t = 0 ≤ a ≤ aj .

Individuals at time t with stage age a < t have entered the stage at time t − a > 0
and are still alive and in the stage with the joint probability Fj(a)Pj(a)e

−µa. ŭj
denotes the stage age density of individuals that were in the jth stage at time t = 0.
Individuals at time t > 0 with class age a > t were already in the jth stage at time 0
(having class age t−a) and are still in the stage with the conditional joint probability

Fj(a)Pj(a)
Fj(a−t)Pj(a−t)e

−µt.

To close our model we must still describe Bj(t), the rate at which individuals
leave stage j and enter stage j + 1 if j < n or return to the susceptible class if j = n,

Bj(t) = −
∫ aj

0

uj(t, a)

Pj(a)
Pj(da).

At this point we formally interpret the integral in the sense of a Stieltjes integral,
though we will later need to reinterpret it as a Lebesgue–Stieltjes integral. This
formula can be most readily understood by assuming for a moment that P is differen-
tiable and realizing that −P ′

j(a)/Pj(a) is the instantaneous per capita rate of leaving
the jth stage at stage age a other than dying. By integrating the subsequent formula
(2.2) while using the representation of uj and Fubini’s theorem, one can see that Ij
is absolutely continuous and

I ′j(t) = Bj−1(t)−µIj(t)+

∫ aj

0

uj(t, a)

Fj(a)
Fj(da)−Bj(t) almost everywhere (a.e.)

(2.2)
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with Bj−1 and Bj given as above and the following interpretation: The rate of change
of the number of individuals in the jth stage is the influx into the stage minus the rate
of deaths due to disease-unrelated causes, the rate of deaths from the disease, and the
outflux of the stage. A more gentle (and longer) introduction into the modeling of
stage transition is presented in Thieme (to appear 2), in particular a detailed proof
of an analog of (2.2) can be found in its appendix.

For the ease of the reader the symbols and the model equations are collected in
the next two subsections.

2.1. List of symbols.

Independent variables

t time
a stage (or class) age
j stage number

Dependent variables

S(t) number of susceptibles at time t
uj(t, ·) stage age density of infected individuals

in the jth stage at time t
ŭj(·) stage age density of infected individuals

in the jth stage at time 0
Ij(t) number of infected individuals in the jth stage at time t
B0(t) incidence (infection rate) at time t
Bj(t) flux from the jth stage of infection

into the (j + 1)st stage at time t, j = 1, . . . , n− 1.
Bn(t) return rate from the nth (the last) stage of infection

into the susceptible class

Parameters and parameter functions

n number of stages of infection
Λ influx rate of new susceptibles
µ basic per capita mortality rate
1−Fj(a) probability to die from disease-related causes

in the jth stage before stage age a
Pj(a) probability that the jth stage

lasts longer than a time units
aj maximum sojourn time in the jth stage

2.2. The model equations.

Ṡ(t) = Λ− µS(t)−B0(t) +Bn(t), S(0) = S̆,

uj(t, a) =




Bj−1(t− a)Fj(a)Pj(a)e
−µa; 0 ≤ a < t,

ŭj(a−t)
Fj(a−t)Pj(a−t)Fj(a)Pj(a)e

−µt; 0 < t ≤ a ≤ aj ,

ŭj(a); t = 0 ≤ a ≤ aj ,
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Bj(t) = −
∫ aj

0

uj(t, a)

Pj(a)
Pj(da), j = 1, . . . , n,

B0(t) = f
(
S(t), I1(t), . . . , In(t)

)
,

Ij(t) =

∫ aj

0

uj(t, a)da, j = 1, . . . , n.

We stress that the relevant dependent variables in this model formulation are S,
u1, . . . , un, while Ij and Bj are convenient shorthand. Taking care of the maximum
sojourn times aj is a major nuisance which we will avoid in the following by the
convention (if aj < ∞):

ŭj(a)

Fj(a)Pj(a)
= 0,

uj(t, a)

Fj(a)Pj(a)
= 0 whenever a > aj .(2.3)

2.3. Reformulation as integral equations. Substituting the expressions for
uj into the expressions for Ij and Bj yields the following system of one differential
and several Volterra integral and Volterra Stieltjes integral equations:

Ṡ(t) = Λ− µS(t)−B0(t) +Bn(t), S(0) = S̆,

Ij(t) =

∫ t

0

Bj−1(t− a)Fj(a)Pj(a)e
−µada+ e−µtĬj(t),

Bj(t) = −
∫ t

0

Bj−1(t− a)Fj(a)e
−µaPj(da) + e−µtB̆j(t),

j = 1, . . . , n,

B0(t) = f
(
S(t), I1(t), . . . , In(t)

)
,

where the forcing functions Ĭj , B̆j are given by

Ĭj(t) =

∫ ∞

t

ŭj(a− t)

Fj(a− t)Pj(a− t)
Fj(a)Pj(a)da,

B̆j(t) = −
∫ ∞

t

ŭj(a− t)

Fj(a− t)Pj(a− t)
Fj(a)Pj(da).

The relevant dependent variables in this model formulation are S, I1, . . . , In, B0, . . . , Bn,
but B0, . . . , Bn can be eliminated (see section 3).

2.4. Reformulation as Cauchy problem. The dynamical systems character
of the model becomes more evident by recasting the model in section 2.2 in the form
of a Cauchy problem (evolution equation). We restrict ourselves to rewriting the
equation for uj as a partial differential equation with initial and boundary conditions:

∂uj
∂t
(t, a) = −Fj(a)Pj(a)

∂

∂a

(
uj(t, a)

Fj(a)Pj(a)

)
− µu(t, a),

uj(t, 0) = Bj−1(t), uj(0, a) = ŭj(a).

The equivalence of the Cauchy problem and the formulation in section 2.2 can be
seen as follows. Let

wj(t, a) =
uj(t, a)

Fj(a)Pj(a)



810 ZHILAN FENG AND HORST R. THIEME

and t > a. Then wj(t, a) = Bj−1(t−a)e−µa and, provided that Bj−1 is differentiable,
we have from the second equation in section 2.2 that(

∂

∂t
+

∂

∂a

)
wj(t, a) = −µwj(t, a).

For a > t a similar consideration holds. The boundary and initial conditions in section
2.4 follow from the second equation in section 2.2 by specializing it to t = 0 and a = 0.

In turn one recovers the formulation in section 2.2 from the Cauchy problem
by integrating along characteristic lines. Hoppensteadt (1974, 1975), in the spirit of
McKendrick (1926, section 7), directly derives formulation 2.4 (or rather the appro-
priate analog) from the stage-age concept. We have followed the legacy of Sharpe
and Lotka (1911) and Kermack and McKendrick (1927) feeling that the age-density
formula in section 2.2 is equally intuitive. For most of our mathematical purposes we
will use the Volterra integral equation formulation in section 2.3, the other two for-
mulations will come into play when we establish that the solutions form a dynamical
system or semiflow (Appendix; see also Theorem 6.5) and when we formulate stability
and instability of equilibria in what we think is the neatest way (section 7).

We mention that the Cauchy problem in section 2.4 cannot in general be solved
in a strong, but only a generalized sense. A possible way to do this consists in
interpreting it as an abstract Cauchy problem (Appendix).

3. Existence and uniqueness of solutions, the induced semiflow. We
base our discussion of existence and uniqueness of solutions on the system of integral
equations in section 2.3 further reducing it to a system of Volterra integral equations
in S and I1, . . . , In and applying the respective theory (e.g., Gripenberg, Londen, and
Staffans, 1990, Chapter 12).

Our data are the initial distributions in the various infected classes, ŭj ∈ L1
+(0, aj),

with the latter being the cone of nonnegative integrable functions, and an initial value
S̆ for the susceptibles. For convenience, we consider L1(0, aj) as the space of inte-
grable functions ŭj defined on [0,∞) which are 0 on [aj ,∞). In order to give the
integration in the Bj and B̆j equations in section 2.3 a meaning we interpret −Pj(da)
as mj(da), where mj is the uniquely determined nonnegative Borel measure satisfying

mj([0, a)) = Pj(0)− Pj(a)(3.1)

at all points a where Pj is continuous. Since Pj is nonincreasing, Pj is continuous at

all but countably many points. Then B̆j is defined as a Borel measurable function
from [0,∞) to [0,∞]. Applying Fubini’s theorem to the last equation in section 2.3
(cf. Thieme (to appear 2), Appendix), we see that

∫ ∞

0

B̆j(t)dt ≤
∫ ∞

0

ŭj(a)da < ∞,(3.2)

from which we conclude that B̆j is finite a.e. Similarly, if Bj−1 ∈ L1
+[0, t], we have

∫ t

0

|Bj(s)− B̆j(s)|ds ≤
∫ t

0

Bj−1(s)ds

and again find that Bj is a.e. finite.
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3.1. Formulation as a system of Volterra integral equations. We inte-
grate the S-equation in section 2.3 and obtain

S(t) = S̆e−µt +
Λ

µ

(
1− e−µt

)− ∫ t

0

B0(s)e
−µ(t−s)ds+

∫ t

0

Bn(s)e
−µ(t−s)ds.(3.3)

Iterating the equations in section 2.3 we find

I1(t) = e−µtĬ1(t) +

∫ t

0

B0(t− s)e−µsQ1(s)ds,(3.4)

I2(t) = e−µtĬ2(t) +

∫ t

0

B0(t− s)e−µsU2(s)ds+ e−µt

∫ t

0

B̆1(t− s)Q2(s)ds,

Ij(t) = e−µtĬj(t) +

∫ t

0

B0(t− s)e−µsUj(s)ds+ e−µt

∫ t

0

B̆j−1(t− s)Qj(s)ds

+e−µt

j−2∑
k=1

∫ t

0

B̆k(t− s)Vjk(s)ds, j = 3, . . . , n,

∫ t

0

Bn(s)e
−µ(t−s)ds =

∫ t

0

B0(t− s)e−µ(t−s)U0(s)ds+ e−µt

∫ t

0

B̆n(t− s)ds(3.5)

+e−µt
n−1∑
k=1

∫ t

0

B̆k(t− s)V0k(s)ds,

with nonnegative integral kernels Uj , Qj , Vjk in L
1[0,∞) ∩ L∞[0,∞). Here

Qj(s) = Fj(s)Pj(s), j = 1, . . . , n, U1 = Q1;

the other kernels can be more easily described in terms of their Laplace transforms,

Ûj(λ) =

∫ ∞

0

e−λaFj(a)Pj(a)da

j−1∏
l=1

∫ ∞

0

e−λa(−1)Fl(a)Pl(da), j = 2, . . . , n,

Û0(λ) =

n∏
l=1

∫ ∞

0

e−λa(−1)Fl(a)Pl(da),

V̂jk(λ) =

∫ ∞

0

e−λaFj(a)Pj(a)da

j−1∏
l=k+1

∫ ∞

0

e−λa(−1)Fl(a)Pl(da),

j = 3, . . . , n, k = 1, . . . , j − 2,

V̂0k(λ) =

n∏
l=k+1

e−λa(−1)Fl(a)Pl(da), k = 1, . . . , n− 1.

Set x(t) = (S(t), I1(t), . . . , In(t)). The previous considerations show that we can write
the system in section 2.3 in the form

x(t) =

∫ t

0

κ(t− s)g(x(s))ds+ φ(t),(3.6)

with φ being a continuous function from [0,∞) to [0,∞)n+1, κ being a locally in-
tegrable function from [0,∞) to the n + 1 square matrices with nonnegative entries
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and g : Rn+1 → Rn+1, g(x) = (f(x), . . . , f(x)). We cannot immediately apply The-
orem 1.1 in Gripenberg, Londen, and Staffans (1990, section 12.1), because they
assume a nonlinearity that is globally defined. We make the following assumptions
for f throughout this paper:
H3: f(S, I1, . . . , In) is defined for all S ≥ 0 and all nonnegative Ij , and is continuous

and nonnegative in these variables. Further

f(S, 0) = 0, f(0, I) = 0 ∀S ≥ 0, I ∈ [0,∞)n.
We extend f , and so g, toRn+1 by f(x) = f(x+), where x = (x1, . . . , xn+1), x+ =

(x1+, . . . , x(n+1)+), and r+ denotes the nonnegative part of a real number r. Notice
that the extended g : Rn+1 → [0,∞) is continuous. Theorem 1.1 in Gripenberg,
Londen, and Staffans (1990, section 12.1) now provides us with a continuous solution
defined on a maximal interval such that the solution blows up if this maximal interval
is finite. It follows from our additional assumptions that, since S̆ = S(0) ≥ 0 and
ŭj ≥ 0, also I1, . . . , In are nonnegative.

S satisfies the differential equation

Ṡ = Λ− µS − f(S, I) +Bn

with Bn being connected to B0 = f(S, I) ≥ 0 by the relations in section 2.3. It follows
that Bn is nonnegative as well. The assumption f(0, I) = 0 now implies that S(t) > 0
for t > 0. This implies that the solutions of the modified system are solutions of the
original system.

From (2.1) and (2.2) follows a differential inequality for the total size N(t) of the
epidemiologically relevant part of the population,

d

dt
N ≤ Λ− µN, N = S +

n∑
j=1

Ij ,

which implies the a priori estimate

N(t) ≤ Λ

µ
+

(
N(0) +

Λ

µ

)
e−µt ≤ max{N(0),Λ/µ}.(3.7)

This implies that we have found a solution of our original problem, which, in
addition, is defined for all positive times because it does not blow up in finite time.
The solution is even bounded on [0,∞).

Theorem 3.1. If f satisfies Assumption H3, the system (3.3)–(3.5) has a contin-
uous nonnegative solution S, I1, . . . , Ij for all data S̆ ≥ 0, ŭj ∈ L1

+[0, aj), j = 1, . . . , n.
The solution exists for all positive times and S is strictly positive on (0,∞). The so-
lution is uniquely determined and continuously depends on the data S̆, ŭj, if one of
the two following conditions holds:

(i) f is locally Lipschitz continuous on [0,∞)n+1.
(ii) S̆ > 0 and f is Lipschitz continuous on all sets [ε, c]× [0, c]n, c > ε > 0.
Moreover, the solutions are bounded and satisfy the estimates (3.7), the Ij are

absolutely continuous for each j while S is continuously differentiable and strictly
positive on (0,∞). Finally there exists some ε0 > 0 such that

S∞ := lim inf
t→∞ S(t) ≥ ε0

for every nonnegative solution.
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In case (i) the extended function g(S, I) is locally Lipschitz continuous in (S, I)
and uniqueness of the solution follows from Corollary 4.3 in Gripenberg, Londen, and
Staffans, (1990, section 12.4). In case (ii), we modify f as

f̃(S, I) = f([S − S�]+ + S�, I+),

where S� > 0 is a lower bound for two solutions whose identity we want to prove.
These two solutions are also solutions with f̃ replacing f . f̃ is locally Lipschitz
on Rn+1 and so is the associated g in (3.6). Uniqueness now follows as before. The
absolute continuity of Ij is proved by integrating formula (2.2) using the representation
of uj and Fubini’s theorem (cf. Thieme (to appear 2, Appendix)). Choose ε0 > 0 such
that

µε0 + sup


f(S, I); 0 ≤ S ≤ ε0,

n∑
j=1

Ij ≤ Λ/µ

 < Λ.

Such an ε0 > 0 exists because f(0, I) = 0 and f is continuous. By the version of the
fluctuation lemma in Thieme (1993) we find a sequence ti → ∞ such that

S(ti)→ S∞, Ṡ(ti)→ 0, i → ∞.

Thus

0 ≥ Λ− µS∞ − lim sup
i→∞

f(S(ti), I(ti)) = Λ− µS∞ − lim sup
i→∞

f(S∞, I(ti)).

If S∞ ≤ ε0, we now obtain a contradiction to the inequality above because, by (3.7),

lim sup
t→∞

n∑
j=1

Ij(t) ≤ Λ/µ.

Continuous dependence of solutions on the data follows from uniqueness of solutions
and standard compactness arguments (Arzela/Ascoli theorem).

3.2. The induced semiflow. Once we have a continuous solution for system
(3.3)–(3.5) we also have solutions to the systems in sections 2.2 and 2.3. Theorem 3.1
allows us to consider the mapping

Θ : [0,∞)× Y → Y, Y = (0,∞)× L1
+(0, a1)× · · · × L1

+(0, an),

defined by

Θ
(
t, (S̆, ŭ1, . . . , ŭn)

)
=
(
S(t), u1(t, ·), . . . , un(t, ·)

)
,

where S, u1, . . . , un are the solutions to the system in section 2.2 with initial data
S̆, ŭ1, . . . , ŭn.

The formulation in section 2.4 suggests that Θ is a semiflow, i.e., Θ satisfies

Θ(t+ r, x) = Θ(t,Θ(r, x)) ∀t, r ≥ 0, x ∈ Y.

Y will be endowed with the metric induced by the norm

‖(S, u1, . . . , un)‖ = |S|+
n∑

j=1

∫ ∞

0

|uj(a)|da.
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In the appendix (Theorem A.1 and Theorem A.2), we actually show the following.
Theorem 3.2. Θ is a continuous semiflow with a compact attracting set.
We call a set K in Y an attracting set, if Θ(t, x) → K as t → ∞, for all x ∈ Y,

with the interpretation that for every set U , K ⊆ U ⊆ Y , U relatively open in Y , we
have some tU > 0 such that Θ(t, x) ∈ U for all t ≥ tU .

4. Equilibria and basic reproduction ratio. In this section we study disease-
free and endemic equilibrium solutions of the model. The existence of endemic equi-
libria will be linked to a basic reproduction ratio and conditions for their uniqueness
will be derived. Time-independent solutions of the system in section 2.2 satisfy the
following system:

0 = Λ− µS∗ −B∗
0 +B∗

n,

u∗j (a) = B∗
j−1Fj(a)Pj(a)e

−µa,

B∗
j = −

∫ ∞

0

u∗j (a)
Pj(a)

Pj(da),

B∗
0 = f(S∗, I∗1 , . . . , I

∗
n),

I∗j =
∫ ∞

0

u∗j (a)da, j = 1, . . . , n,

where convention (2.3) is used mutandis mutatis. Substituting u∗j into the equations
for B∗

j and I
∗
j ,

B∗
j = B∗

j−1pj , I∗j = B∗
j−1Tj , j = 1, . . . , n.

Here

pj = (−1)
∫ ∞

0

Fj(a)e
−µaPj(da)(4.1)

is the probability to survive the jth stage (under the condition that one has survived
the previous stages) and

Tj =

∫ ∞

0

Fj(a)e
−µaPj(a)da(4.2)

is the mean sojourn time in the jth stage. By iterative substitution,

B∗
j = B∗

0qj+1, I∗j = B∗
0Tjqj ,

where

q1 = 1, qj = p1 · · · pj−1, j = 2, . . . n+ 1,(4.3)

is the probability of surviving all the stages 1 to j − 1. Combining these relations
yields

S∗ =
1

µ

(
Λ−B∗

0 [1− qn+1]
)
> 0

(recall Assumptions H3) and

B∗
0 = f

(
(1/µ)

(
Λ−B∗

0 [1− qn+1]
)
, T1q1B

∗
0 , . . . , TnqnB

∗
0

)
.(4.4)

We make the following assumptions in addition to the overall assumptions H3.
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H4: All partial derivatives of f exist on (0,∞)× [0,∞)n and are continuous.

Since f(S, 0) = 0 by H3, there always is the disease-free equilibrium B∗
0 = 0.

By the intermediate value theorem, there exists an endemic equilibrium (i.e.,
B∗

0 > 0) if

1 < lim
B→0

1

B
f
(
(1/µ)

(
Λ−B[1− qn+1]

)
, T1q1B, . . . , TnqnB

)

=

n∑
j=1

∂f

∂Ij
(Λ/µ, 0, . . . , 0)Tjqj .

We set

R0 =

n∑
j=1

∂f

∂Ij
(Λ/µ, 0, . . . , 0)Tjqj .(4.5)

R0 has the usual interpretation of a basic reproduction ratio (of the infection), namely
the number of secondary cases one average freshly infected individual can cause when
introduced into an otherwise disease-free population. The following nonexistence and
uniqueness results are now easy consequences of (4.4) and (4.5) and the preceding
considerations.

Proposition 4.1. Let Assumption H4 be satisfied and f have the following
monotonicity properties:

For all I1, . . . , In > 0, the mapping

0 < S �→ f(S, I1, . . . , In)

is monotone nondecreasing, and for all S > 0, α1, . . . , αn > 0 the mapping

0 < B �→ (1/B)f(S, α1B, . . . , αnB)

is monotone nonincreasing, and for at least one of the two maps the monotonicity is
strict.

Then there exists no endemic equilibrium if R0 ≤ 1, and there exists a unique
endemic equilibrium if R0 > 1.

Theorem 4.2. Let Assumption H4 be satisfied.
(a) If R0 > 1, there exists an endemic equilibrium.
(b) Let

f(S, I) ≤
n∑

j=1

∂f

∂Ij
(S, 0)Ij , S > 0, I = (I1, . . . , In) ∈ [0,∞)n

and ∂f
∂Ij
(S, 0) be nondecreasing in S > 0. Then there exists no endemic

equilibrium if R0 < 1.
(c) Let

∂f

∂Ij
(S, I) be strictly increasing in S > 0 and nonincreasing in I ∈ (0,∞)n

for S > 0, I ∈ [0,∞)n. Then there exists no endemic equilibrium if R0 ≤ 1
and a unique endemic equilibrium if R0 > 1.
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The second condition in (c) means that

∂f

∂Ij
(S, I) ≥ ∂f

∂Ij
(S, Ĩ) whenever I ≤ Ĩ , S > 0,

where Rn is endowed with the canonical coordinate-wise ordering.
The proof of Theorem 4.2 is obvious except perhaps (c). For (c), notice that

(1/B)f(S, α1B, . . . , αnB) =

n∑
j=1

∫ 1

0

∂f

∂Ij
(S, ξα1B, . . . , ξαnB)dξαj

is nonincreasing in B for positive αj , and the statement follows from Proposition 4.1.

5. Disease extinction in the subthreshold case. It is intuitive that the
disease cannot establish itself if the basic reproduction ratio, R0, is less than 1. We
will verify this intuition in section 7 where we prove that in this case the disease-free
equilibrium is locally asymptotically stable. In order to prove thatR0 < 1 also implies
disease extinction for a disease that for some reason has been established, one needs
to exclude autocatalytic or Allee type effects and in particular backward bifurcation
of endemic equilibria from the disease free equilibrium (see, e.g., Liu, Hethcote, and
Levin (1987), Castillo-Chavez, Feng, and Capurro (to appear), van den Driessche and
Watmough (to appear), and the references therein).

We make the following assumptions in addition to H3.

H5: All partial derivatives ∂f
∂Ij

exist at (S, 0) for all S > 0,

f(S, I) ≤
n∑

j=1

∂f

∂Ij
(S, 0)Ij , S > 0, I = (I1, . . . , In) ∈ [0,∞)n,

and ∂f
∂Ij
(S, 0) is a monotone nondecreasing and continuous function of S > 0

for all j = 1, . . . , n.

Recall the formula for the basic reproduction ratio from (4.5),

R0 =

n∑
j=1

∂f

∂Ij
(Λ/µ, 0, . . . , 0)Tjqj .

Theorem 5.1. Let Assumption H5 be satisfied. Then the disease dies out if
R0 < 1.

The rest of this section serves to prove this statement. Recall

N(t) = S(t) +

n∑
j=1

Ij(t).

Let

N∞, B∞
j , I∞j

be the limits superior of N,Bj , Ij , respectively, as t → ∞.
Lemma 5.2. With the notation in (4.1) to (4.3),

I∞j ≤ TjqjB
∞
0 , j = 1, . . . , n.
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Proof. Let Q be essentially bounded on [0,∞). Then we see from section 2.3 that∣∣∣∣
∫ t

0

B̆k(t− s)Q(s)ds

∣∣∣∣ ≤ ess-sup|Q|
∫ t

0

|B̆k(s)|ds

≤ ess-sup|Q|
∫ aj

0

|ŭ(s)|ds.

Further

Ĭj(t) ≤
∫ aj

0

ŭ(s)ds.

Hence, by Fatou’s lemma and (3.4),

I∞j ≤ B∞
0

∫ ∞

0

e−µsUj(s)ds = B∞
0 Tjqj .

See the Laplace transforms after formula (3.5) and (4.1) to (4.3).
Proof of Theorem 5.1. By Assumption H5, since S(t) > 0 for t > 0,

B0(t) ≤
n∑

j=1

∂f

∂Ij
(S(t), 0)Ij(t) ≤

n∑
j=1

∂f

∂Ij
(N(t), 0)Ij(t), t > 0.

Since ∂f
∂Ij
(S, 0) are continuous and monotone nondecreasing in S, by (3.7),

B∞
0 ≤

n∑
j=1

∂f

∂Ij
(N∞, 0)I∞j ≤

n∑
j=1

∂f

∂Ij
(Λ/µ, 0)I∞j .

By Lemma 5.2,

B∞
0 ≤

n∑
j=1

∂f

∂Ij
(Λ/µ, 0)TjqjB

∞
0 ≤ R0B

∞
0 .

Hence B∞
0 = 0 if R0 < 1.

6. Uniform weak and uniform strong endemicity in the superthreshold
case. While in the previous section we gave conditions for the disease to become
extinct in the subthreshold case R0 < 1, we show that the disease becomes endemic
under reasonable conditions if R0 > 1. The concept of endemicity or disease persis-
tence is best formulated for our model in terms of the incidence B0, because, once we
know that B0 is bounded away from 0, the same can be concluded for the sizes of the
various infected classes. Let

B0∞ = lim inf
t→∞ B0(t), B∞

0 = lim sup
t→∞

B0(t)

be the limits inferior and superior of B0. Recall from Theorem 3.1 that B0 is continu-
ous and nonnegative. We adapt the concepts of uniform weak and strong persistence
(see Freedman and Moson (1990) and their references, e.g.) to disease incidence.

A solution to our model is called epidemiologically trivial, if B0 is 0 everywhere,
and epidemiologically nontrivial otherwise.
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The disease is called uniformly weakly endemic, if there exists some ε > 0 such
that B∞

0 > ε for every epidemiologically nontrivial solution of the model.
The disease is called uniformly strongly endemic, if there exists some ε > 0 such

that B0∞ > ε for every epidemiologically nontrivial solution of the model.
Uniform endemicity is a much stronger concept than instability of the disease-

free equilibrium which we will discuss in the next section under weaker assumptions.
Uniform strong endemicity means that the incidence is eventually bounded away from
0 with the bound not depending on the initial state provided that there is infection at
all. Uniform weak endemicity means that, although the incidence may get arbitrarily
close to 0 as time goes on, it always will return to a certain level which is independent
of the initial state.

In the next section we will prove that the disease-free equilibrium is locally asymp-
totically stable if R0 < 1 such that uniform weak endemicity does not hold in this
case. In this section we will derive conditions for uniform weak or strong endemicity
to hold if R0 > 1. By Fatou’s lemma, then also

lim inf
t→∞ Ij(t) ≥ ε, lim inf

t→∞ Bj(t) ≥ ε, j = 1, . . . , n,

for all epidemiologically nontrivial solutions with ε > 0 not depending on the specific
solution.

In addition to the overall assumptions H3, we assume that the functional rela-
tionship f between incidence and the numbers of infected individuals in the various
stages is of the following form:

H6: f(S, I) =
∑n

j=1 gj(S, I)Ij , I = (I1, . . . , In),

gj : [0,∞)× [0,∞)n → [0,∞) continuous , gj(0, I) = 0,

with each gj satisfying the following alternative: gj is either identically 0 or
strictly positive on (0,∞)× [0,∞)n.

In the first case j is a noninfectious stage; in the second case it is an infectious
stage. By these assumptions, f has partial derivatives ∂f

∂Ij
at (S, 0) and the basic

reproduction ratio is given by

R0 =

n∑
j=1

∂f

∂Ij
(Λ/µ, 0)Tjqj =

n∑
j=1

gj(Λ/µ, 0)Tjqj .(6.1)

In order to put the forthcoming results into perspective, we reformulate Theorem 5.1
as follows.

Proposition 6.1. Let the function gj in Assumption H6 be monotone nonde-
creasing in S. Then the disease dies out if R0 < 1.

In this section we want to show that the disease is uniformly (weakly or strongly)
endemic if R0 > 1. The monotonicity of gj in Proposition 6.1 will not be needed for
this result.

We first show that, for an epidemiologically nontrivial solution, incidence (number
of new infections) and prevalence (number of infected individuals) of the disease are
eventually strictly positive.

Proposition 6.2. Let B0 not be identically 0 and R0 > 0. Then there exists
some λ ∈ R such that

lim inf
t→∞ eλtBj(t) > 0, j = 0, . . . , n,
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lim inf
t→∞ eλtIj(t) > 0, j = 1, . . . , n.

To prove Proposition 6.2 we need the following lemma which follows from a com-
parison principle for Volterra integral equations and Feller’s renewal theorem (Feller
(1966), section XI.1).

Lemma 6.3. Consider a Volterra integral inequality

B0(t) ≥ (B0 ∗ L)(t) + F (t), t > 0,

where F,L,B0 are nonnegative, F continuous and not identically 0 and L not 0 almost
everywhere. Then there exists some λ ∈ R such that

lim inf
t→∞ eλtB0(t) > 0.

In particular there exists some t0 > 0 such that B0 is strictly positive on [t0,∞). If

L̂(0) =

∫ ∞

0

L(s)ds > 1,

λ can be chosen to be strictly negative.
Proof of Proposition 6.2. From the properties of f we have

B0(t) =

n∑
j=1

gj(S(t), I(t))Ij(t).

By (3.4),

B0(t) =

n∑
j=1

gj(S(t), I(t))[(B0 ∗ Uj)(t) + Ĩj(t)],

with Ûj(0) = Tjqj by the formulas subsequent to (3.4) and (4.1)–(4.3), and with

appropriate continuous nonnegative functions Ĩj . Let us consider a nontrivial non-
negative solution of our epidemic problem, i.e., B0 ≥ 0 is not 0 everywhere. Freezing
S and I for a moment we can consider this equation as a linear Volterra integral
equation, and we realize that

F (t) =

n∑
j=1

gj(S(t), I(t))Ĩj(t)

cannot be 0 almost everywhere. Further, F is continuous. Remember that S is
bounded away from 0 on every interval [δ,∞) by Theorem 3.1 and that I(t) is bounded
on [0,∞). Choose δ > 0 such that Fδ with Fδ(t) = F (δ + t) is not 0 a.e. on [0,∞).
By the properties of the gj (see Assumption H6), there exists some ε > 0 such that

gj(S(t), I(t)) ≥ εgj(Λ/µ, 0), t ≥ δ.

Let Bδ(t) = B0(t+ δ). Then

Bδ ≥ ε

n∑
j=1

gj(Λ/µ, 0)(Bδ ∗ Uj) + Fδ = Bδ ∗

ε n∑

j=1

gj(Λ/µ, 0)


Uj + Fδ
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and

∫ ∞

0


 n∑

j=1

gj(Λ/µ, 0)Uj(s)


 ds = R0 > 0.

By Lemma 6.3, there exists some λ ∈ R such that

lim inf
t→∞ eλtBδ(t) > 0 and so lim inf

t→∞ eλtB0(t) > 0.

Now, from the formulation in section 2.3,

eλtB1(t) ≥ −
∫ ∞

0

B0(t− a)eλ(t−a)eλaFj(a)e
−µaPj(da)

and, by Fatou’s lemma (interpreting the integral as Lebesgue–Stieltjes integral),

lim inf
t→∞ eλtB1(t) ≥ lim inf

t→∞ eλtB0(t)(−1)
∫ ∞

0

eλaFj(a)e
−µaPj(da).

Recursively we obtain such estimates for the other Bj and then for Ij . This finishes
the proof of Proposition 6.2.

Proposition 6.4. Let f satisfy Assumptions H6 and R0 > 1. Then the disease
is uniformly weakly endemic.

Proof. Suppose that the disease is not uniformly weakly endemic. Then we can
find an arbitrarily small ε > 0 such that

lim sup
t→∞

B0(t) < ε

for an epidemiologically nontrivial solution of the model. By Lemma 5.2 (which holds
independently of the special assumptions in section 5),

lim sup
t→∞

Ij(t) < εTjqj , j = 1, . . . , n.

Further

lim inf
t→∞ S(t) >

Λ− ε

µ
,

and, from (3.7), S∞ ≤ N∞ ≤ Λ
µ . By the semiflow property (Theorem 3.2), we can

assume that

B0(t) < ε,

∣∣∣∣S(t)− Λ

µ

∣∣∣∣ < ε

µ
, Ij(t) < εTjqj , j = 1, . . . , n, t ≥ 0.

Moreover, by Lemma 6.3, we can assume that B0(t) > 0 for t ≥ 0. Arguing as before
we have that

B0(t) =

n∑
j=1

gj(S(t), I(t))(B0 ∗ Uj)(t) + F (t)

with F not being 0 a.e. Choosing ε > 0 small enough we can achieve that

gj(S(t), I(t)) ≥ (1− δ)gj(Λ/µ, 0)
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with δ > 0 as small as we want. Then

B0(t) ≥ (1− δ)(B0 ∗ L)(t) + F (t)

where L is nonnegative and, by (6.1),

(1− δ)

∫ ∞

0

L(s)ds = (1− δ)R0 > 1

if δ > 0 is chosen small enough. By Lemma 6.3 (with λ < 0), B0(t)→ ∞ as t → ∞,
a contradiction.

We use persistence theory to show that the disease is uniformly strongly endemic.
We face the technical difficulty that, while B0(0) > 0 implies that B0(t) > 0 for
sufficiently large t (Lemma 6.3), it does not imply that B0(t) > 0 for all t > 0. It may
happen that, for a while, all infected individuals are in the exposed class. Theorem 2.6
in Thieme (to appear 1) allows us to work around this difficulty. See this paper also
for terminology.

Theorem 6.5. Assume that Assumption H6 is satisfied with gj being Lipschitz
continuous on all sets [ε, c]× [0, c]n, 0 < ε < c. Then the disease is uniformly strongly
endemic if R0 > 1.

Proof. Let us consider the solution semiflow Θ on Y . We define a functional
ρ : Y → [0,∞) by

ρ(S̆, ŭ1, . . . , ŭn) = f

(
S̆,

∫ a1

0

ŭ1(a)da, . . . ,

∫ an

0

ŭn(a)da

)
,

i.e.,

ρ(Φ(t, S̆, ŭ1, . . . , ŭn)) = B0(t).

Since the disease is uniformly weakly endemic by Proposition 6.4, Θ is uniformly
weakly ρ-persistent. By Theorem 3.2, Θ has a compact attracting set K.

Total orbits of Θ are represented, e.g., as solutions to a system analogous to (3.4),
defined for all negative and positive times t ∈ R,

S′ = Λ− µS −B0 +Bn,(6.2)

Ij(t) =

∫ ∞

0

B0(t− s)Uj(s)ds, j = 1, . . . , n, t ∈ R.

By the form of the incidence function f ,

B0(t) =

∫ ∞

0

B0(t− s)

( n∑
j=1

gj

(
S(t), I(t)

))
Uj(s)ds, t ∈ R.(6.3)

By the Assumptions H6 and R0 > 1, it follows that a solution to (6.2) and (6.3) has
B0 either identically 0 or strictly positive on R. The assumptions of Theorem 2.6
in Thieme (to appear 1) are satisfied, and Θ is uniformly strongly ρ-persistent. This
implies that the disease is uniformly strongly endemic.
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7. Local stability analysis of equilibria. An equilibrium solution S∗, u∗1, . . . , u
∗
n

of our model, in the formulation of section 2.2, is called locally stable when the fol-
lowing holds:

For every ε > 0 there exists some δ > 0 such that, for every solution S, u1, . . . , un,

|S(t)− S∗|+
n∑

j=1

∫ ∞

0

|uj(t, a)− u∗j (a)|da ≤ ε ∀t ≥ 0,

whenever

|S(0)− S∗|+
n∑

j=1

∫ ∞

0

|uj(0, a)− u∗j (a)|da ≤ δ.

The equilibrium solution is called locally asymptotically stable if it is locally stable
and there exists some δ > 0 such that

|S(t)− S∗|+
n∑

j=1

∫ ∞

0

|uj(t, a)− u∗j (a)|da → 0, t → ∞,

whenever

|S(0)− S∗|+
n∑

j=1

∫ ∞

0

|uj(0, a)− u∗j (a)|da ≤ δ.

An equilibrium solution is called unstable if it is not locally stable.
We have stated in Theorem 3.2 and will prove in the appendix that the model

solutions in the formulation of section 2.2 induce a semiflow Θ on a convex subset of a
Banach space. In terms of Θ the asymptotic stability of an equilibrium (fixed point)
x∗ = Θ(t, x∗) can be expressed as follows. x∗ is locally stable if for every ε > 0 there
exists some δ > 0 such that

|Θ(t, x)− x∗| < ε ∀t ≥ 0, whenever |x− x∗| < δ.

x∗ is locally asymptotically stable if x∗ is locally stable and if there exists some δ > 0
such that

Θ(t, x)→ x∗, t → ∞, whenever |x− x∗| < δ.

Assume that f is continuously differentiable on (0,∞) × [0,∞)n. It follows from
Theorem A.1 that Θ(t, x) is continuously differentiable in x for all t ≥ 0 and that
Θ′(t), the derivative of Θ(t, x) in x evaluated at x = x∗ is a C0-semigroup of bounded
linear operators. In order to explain the derivation of conditions for the local stability
of x∗ let us write Θ(t, x) as a perturbation of x∗:

Θ(t, x∗ + x̃(0)) = x∗ + x̃(t).

If x̃(0) is sufficiently small, we have x̃(t) ≈ Θ′(t)x̃(0). This suggests that the local
stability of x∗ boils down to the stability of 0 for the linear expression x̃(t) = Θ′(t)x̃(0).
The latter is approached by studying solutions of the form x̃(t) = eλtx̄, x̄ �= 0. By
slight abuse of language, we call λ an eigenvalue and x̄ the associated eigenvector of Θ′

(not of Θ′(t)), if eλtx̄ = Θ′(t)x̄. Eigenvalues of Θ′ are eigenvalues of the infinitesimal
generator of Θ′ and vice versa.
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A similar consideration as in Theorem A.2 in the appendix, where we found the
compact attracting set for Θ, shows that Θ′ satisfies the compactness condition of
Corollary 4.3 in Thieme (1990b) and we conclude:

x∗ is locally asymptotically stable if all eigenvalues of Θ′ have strictly negative
real part, while x∗ is unstable if at least one eigenvalue has strictly positive real part.

We have made this explanation because we want to avoid determining the in-
finitesimal generator of Θ′. Rather we follow the linearization procedure outlined
above starting from the model formulation in section 2.2. Before we do so, we would
like to mention that there is a way of formulating the stability of equilibrium solutions
in terms of the integral equations in section 2.3, but we feel that stability considera-
tions can be more cleanly formulated using perturbations of initial data rather than
perturbations of prehistories which may even go back infinitely in time.

Consider an equilibrium solution of the model formulation in section 2.2 and
express an arbitrary solution as a perturbation,

S(t) = S∗ + S̃(t), uj(t, a) = u∗j (a) + ũj(t, a),

Ij(t) = I∗j + Ĩj(t), Bj(t) = B∗
j + B̃j(t), j = 0, . . . , n.

Then we need to study the local stability of the trivial equilibrium of the following lin-
earized system, corresponding to (S̃(t), ũ1(t, ·), . . . , ũn(t, ·)) = Θ′(t)(S̃(0), ũ1(0, ·), . . . ,
ũn(0, ·)),

S̃′(t) = −µS̃(t)− B̃0(t) + B̃n(t),(7.1)

ũj(t, a) = B̃j−1(t− a)Pj(a)Fj(a)e
−µa,

Ĩj(t) =

∫ ∞

0

ũj(t, a)da, B̃j(t) = −
∫ ∞

0

ũj(t, a)

Pj(a)
Pj(da),

B̃0(t) = S̃(t)
∂f

∂S
(S∗, I∗) +

n∑
j=1

Ĩj(t)
∂f

∂Ij
(S∗, I∗).

Here convention (2.3) is used mutandis mutatis. Consider nontrivial solutions of expo-
nential form, S̃(t) = S̄eλt, ũj(t, a) = ūj(a)e

λt, Ĩj(t) = Īje
λt, B̃j(t) = B̄je

λt, B̃0(t) =
B̄0e

λt. Then (7.1) takes the form

(λ+ µ)S̄ = −B̄0 + B̄n, ūj(a) = B̄j−1e
−(λ+µ)aPj(a)Fj(a),

Īj =

∫ ∞

0

ūj(a)da, B̄j = −
∫ ∞

0

ūj(a)

Pj(a)
Pj(da),

B̄0 = S̄
∂f

∂S
(S∗, I∗) +

n∑
j=1

Īj
∂f

∂Ij
(S∗, I∗).

Substituting the expressions for ūj into those for B̄j ,

B̄j = B̄j−1Kj(λ+ µ), Īj = B̄j−1Lj(λ+ µ),

where

Kj(z) = −
∫ ∞

0

e−zaFj(a)Pj(da), Lj(z) =

∫ ∞

0

e−zaFj(a)Pj(a)da

are Laplace–Stieltjes and Laplace transforms. So

Īj = B̄0

(j−1∏
k=1

Kk(λ+ µ)

)
Lj(λ+ µ), (λ+ µ)S̄ = −B̄0

(
1−

n∏
k=1

Kk(λ+ µ)

)
.
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We realize that our exponential solution is nontrivial if and only if B̄0 �= 0. Substitu-
tion into the equation for B̄0 and division by B̄0 yields the characteristic equation

1 = −1−
∏n

k=1 Kk(λ+ µ)

λ+ µ

∂f

∂S
(S∗, I∗) +

∂f

∂I1
(S∗, I∗)L1(λ+ µ)(7.2)

+

n∑
j=2

∂f

∂Ij
(S∗, I∗)Lj(λ+ µ)

j−1∏
k=1

Kk(λ+ µ).

Theorem 7.1. An equilibrium solution with S∗ and I∗j giving the equilibrium
numbers of individuals in the susceptible and the various infected stages is locally
asymptotically stable if all roots of the characteristic equation (7.2) have strictly neg-
ative real part. The equilibrium solution is unstable if there exists at least one root
with strictly positive real part.

Stability of the disease-free equilibrium. If S∗ = N = Λ/µ and I∗j = 0 for
all j = 1, . . . , n, we have

∂f

∂S
(S∗, I∗) = 0 and

n∑
j=1

∂f

∂Ij
(S∗, I∗)Lj(µ)

j−1∏
k=1

Kk(µ) = R0.

Now

|�Lj(λ+ µ)| ≤ Lj(µ), |�Kk(λ+ µ)| ≤ Kk(µ), whenever �λ ≤ 0.
Hence the characteristic equation (7.2) has no roots with nonnegative real parts if
R0 < 1. On the other hand it follows from the intermediate value theorem that the
characteristic equation (7.2) has positive roots if R0 > 1.

Theorem 7.2. The disease-free equilibrium is locally asymptotically stable if
R0 < 1. It is unstable if R0 > 1.

Under the additional assumptions of section 5 we obtain that R0 < 1 implies
global stability of the disease-free equilibrium while R0 > 1 implies instability in the
much stronger sense of uniform weak (or even strong) persistence under the additional
assumptions of section 6.

Stability of the endemic equilibrium. It seems to be difficult to draw in-
formation from the characteristic equation for the endemic equilibrium, unless one
assumes that there is no return into the susceptible class. If recovered individuals
return into the susceptible class, it is known for much less general models that the
endemic equilibrium may lose its stability (see Hethcote and Levin (1989, section 3)
for a survey). So we assume that Pn ≡ 1 which implies that Kn(z) = 0. The charac-
teristic equation simplifies considerably under this assumption and we see that local
asymptotic stability follows provided we can show

1 ≥ ∂f

∂I1
(S∗, I∗)L1(λ+ µ) +

n∑
j=2

∂f

∂Ij
(S∗, I∗)Lj(λ+ µ)

j−1∏
k=1

Kk(λ+ µ)(7.3)

whenever �λ ≥ 0.
It follows from the equilibrium relation B∗

0 = f(S∗, I∗), from 0 = f(S∗, 0) and the
mean value theorem, that there exists some ξ ∈ (0, 1) such that

B∗
0 =

n∑
j=1

∂f

∂Ij
(S∗, ξI∗)I∗j .



ARBITRARILY DISTRIBUTED PERIODS OF INFECTION I 825

We use the relation I∗j = B∗
j Tjqj and compare (4.1), (4.2) with the definition of Kj

and Lj above. Dividing by B
∗
0 > 0 implies

1 =
∂f

∂I1
(S∗, ξI∗)L1(µ) +

n∑
j=2

∂f

∂Ij
(S∗, ξI∗)Lj(µ)

j−1∏
k=1

Kk(µ).

We assume that all partial derivatives ∂f
∂Ij

are nonnegative and monotone nonincreas-

ing in I. Then

1 ≥ ∂f

∂I1
(S∗, I∗)L1(µ) +

n∑
j=2

∂f

∂Ij
(S∗, I∗)Lj(µ)

j−1∏
k=1

Kk(µ).

Thus (7.3) holds whenever �λ ≥ 0.
Theorem 7.3. Let all the partial derivatives ∂f

∂Ij
(S∗, I) be nonnegative and mono-

tone nonincreasing in I ∈ (0,∞)n (with the canonical order). Further let Pn ≡ 1.
Then the endemic equilibrium is locally asymptotically stable whenever it exists.

This implies local asymptotic stability for mass action incidence and, if there are
no disease fatalities, for standard incidence.

Corollary 7.4. Assume that there is no return of infected individuals into the
susceptible class, i.e., Pn ≡ 1. Then the endemic equilibrium is locally asymptotically
stable if the incidence function f has one of the following two forms:

(a) f is of generalized mass action type, i.e.,

f(S, I) = S
n∑

j=1

κjIj

with nonnegative numbers κj not all of which are 0.
(b) There are no disease-related fatalities, i.e., Fj ≡ 1 for all j, and f is of

generalized standard type, i.e.,

f(S, I) =
S

N

n∑
j=1

κjIj , N = S +

n∑
j=1

Ij ,

with κj as in (a).

Proof. (a) Theorem 7.3 applies because ∂f
∂Ij
(S∗, I) = κjS

∗ does not depend on I.
(b) If there are no disease-related fatalities, N ′ = Λ − µN , as follows by adding

the equalities in (2.2) over j = 1, . . . , n and the differential equation for S in section
2.2. In the local stability analysis, N(t) can therefore be replaced by N� = Λ/µ and
the statement follows as in part (a).

We mention that the result in part (a) critically depends on the demographics we
have chosen for the model. Gao, Mena-Lorca, and Hethcote (1996, 1995) show that
an SEI model with exponentially distributed latent and infectious periods can have a
Hopf bifurcation of periodic solutions, when the recruitment-death demographics are
replaced by exponential dynamics or logistic dynamics.

By the same argument as in part (b), the endemic equilibrium is locally asymptot-
ically stable if there are no disease fatalities and the incidence functions have the form
f(S, I) = S

g(N)

∑n
j=1 κjIj with a strictly positive continuously differentiable function

g (cf. Thieme and Castillo-Chavez (1993)). In the sequel to this paper (Feng and
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Thieme (preprint)) we will give a rather complete analysis for more general incidence
functions in the case that the disease-dynamics are fast compared with the demo-
graphic dynamics, i.e., the life expectation 1/µ is much larger than the lengths of the
various infection periods.

8. Some remarks about Hopf bifurcation. It is a natural question whether,
if the endemic equilibrium is unstable, periodic solutions oscillate around it. One
would look for an answer in the framework of Hopf bifurcation. So far the model
system shows no explicit parameter. A natural bifurcation parameter may be the
average length of an infection period one is particularly interested in, let us say, the
mth stage. Then we set P̃m(a) = Pm(aDm), F̃m(a) = Fm(aDm), and replace Pm(a)
by P̃m(a/Dm) and Fm(a) by F̃(a/Dm). Notice that D̃m =

∫∞
0

P̃m(a)da = 1. Then
the right-hand side of the characteristic equation (7.2) becomes an analytic function
in (Dm, λ) for Dm > 0, �λ > −µ.

While the theory of Hopf bifurcation is well established for ordinary differential
equations and functional differential equations, our model does not fit into these cate-
gories except in the special cases that the stage durations are exponentially distributed
or that the stage durations are fixed (and that disease survival is exponentially dis-
tributed in case of a disease with fatalities). Our model can be reformulated as a sys-
tem of Volterra integral equations (section 3.1) or as an abstract Cauchy problem (Ap-
pendix). Local Hopf bifurcation theorems have been established for Volterra integral
equations by Diekmann and van Gils (1989) and for certain abstract Cauchy problems
(typically associated with retarded functional differential equations) by Diekmann et
al. (1995b, section X.2). Unfortunately the result in Diekmann and van Gils (1989)
only holds for integral kernels with compact support. This is not satisfied, even if
we restrict the model to infection stage durations with finite maximum length, be-
cause the susceptible stage has no finite maximum length. The theory developed in
Diekmann et al. (1995b) seems to apply only to stage duration functions that are
absolutely continuous. If the stage duration functions are not absolutely continuous,
it is difficult to determine X	∗ and it is not clear whether the nonlinear perturbations
map into this space. It may be a matter of mere, but possibly tedious technicalities to
fix this: in Diekmann et al., section X.2, (2.2) one could replace the dual semigroup
T	∗ by an integrated semigroup, using abstract Stieltjes integrals, or by a semigroup
operating on an extrapolation space (Nagel and Sinestrari (1994)). More seriously,
local Hopf bifurcation theorems require transversal crossing, nonresonance, and sim-
plicity of eigenvalues (which correspond to the roots of the characteristic equation).
In Feng and Thieme (preprint), we will find explicit expansions of the leading charac-
teristics roots in

√
µ from which one can show nonresonance and transversal crossing

via the implicit function theorem. Algebraic simplicity of the eigenvalues seems to
pose a problem. It will follow from our expansion that the leading eigenvalues are
simple roots of the characteristic equation. For ordinary differential equations this
would imply (algebraic) simplicity of the eigenvalues and the same would hold for
retarded functional differential equations (see Diekmann and Verduyn Lunel (1991);
more generally for unbounded operators with a characteristic matrix, Diekmann et
al. (1995b, IV.4, IV.5)). We would not be surprised at all if linearizing the Cauchy
problem formulation around the endemic equilibrium led to an unbounded operator
with a characteristic matrix (cf. Diekmann et al. (1995b, Exercises 5.23 to 5.25)).
While this route should definitely be explored, we will take the way of least resistance
and turn to so-called global Hopf bifurcation theorems, though in Feng and Thieme
(preprint) they will provide local information only which will be less precise than the
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information one might get from adapting the approach in Diekmann et al. (1995b). A
global Hopf bifurcation theorem has been established for systems of Volterra integral
equations by Fiedler (1986) which provides a continuum of pairs (Dm,x), where x is
a periodic solution or a center (equilibrium for which the characteristic equation has
imaginary roots). The continuum contains both centers and periodic solutions. The
continuum is global in so far as it contains periodic solutions of arbitrarily large virtual
periods or hits the boundary of the parameter interval (there could also be periodic
solutions with arbitrarily large amplitude, but this is ruled out by the estimate (3.7)).
Unfortunately the virtual periods are inaccessible, this is why this global result is
only local in practice. Another drawback consists of not providing information on the
stability of the bifurcating periodic solutions, but figuring out whether the bifurcation
is sub- or supercritical is presumably futile anyway except in very special cases (see
Feng (1994)).

Appendix: The solution semiflow. While the qualitative behavior of the
model solutions could presumably be analyzed based on the integral equations ap-
proach alone, the wealth of results available from dynamical systems theory suggests
to look at them from this point of view also. Persistence theory, e.g., which we apply
in section 6, has been developed for semiflows, but, to the best of our knowledge, not
yet for Volterra integral equations. So we will consider the mapping

Θ : [0,∞)× Y → Y, Y = (0,∞)× L1
+(0, a1)× · · · × L1

+(0, an),

defined by

Θ(t; S̆, ŭ1, . . . , ŭn) = (S(t), u1(t, ·), . . . , un(t, ·)),

where S, u1, . . . , un are the solutions to the system in section 2.2 with initial data
S̆, ŭ1, . . . , ŭn which exist according to Theorem 3.1. We assume that f satisfies the
Assumptions H3 and is Lipschitz continuous on any set [ε, c]× [0, c]n, 0 < ε < c < ∞.
We will prove that Θ is a continuous semiflow, i.e., Θ is continuous and satisfies

Θ(t+ r, x) = Θ(t,Θ(r, x)) ∀t, r ≥ 0, x ∈ Y.

Y is a subset of X◦ = R×L1(0, a1)× · · · ×L1(0, an) and the metric on Y is induced
by the norm

‖(S, u1, . . . , un)‖ = |S|+
n∑

j=1

∫ aj

0

|uj(a)|da.

Theorem A.1. Θ is a continuous semiflow. If f is continuously differentiable,
Θ(t, x) is continuously differentiable with respect to x and the derivatives Θ′(t, x∗)
with respect to x, evaluated at an equilibrium x∗ = Θ(t, x∗), form a C0-semigroup.

Proof of Theorem A.1. The statement of this theorem is strongly suggested by
the fact that the solutions of the system in section 2.2 can be recast as solutions of
a Cauchy problem (section 2.4) and are uniquely determined by their initial data on
which they continuously depend (Theorem 3.1).

We briefly sketch the proof of the semiflow property of Θ which can be done in
two different ways. The first way consists in linking the semiflow to the solutions
S, I1 . . . , In of system (3.3)–(3.5). Then Bj can be recursively obtained from the
equations of the system in section 2.3 and uj from the equation in section 2.4. The



828 ZHILAN FENG AND HORST R. THIEME

semiflow property then follows from the uniqueness of the solutions to system (3.3)–
(3.5) and the fact that the solutions of this system are translation invariant, i.e.,
translations of solutions are again solutions (though for different data).

The second way consists of a two-fold perturbation of (integrated) semigroups.
We start from the (integrated) semigroup associated with the first two equations in
section 2.4. By a first perturbation we incorporate the linear boundary conditions,
and by a second perturbation the nonlinear boundary condition. The two steps are
separated, because the first perturbation involves an unbounded linear operator, while
the second involves a nonlinear continuous operator. The first perturbation step
uses perturbation of integrated semigroups (Thieme (1990a), e.g.) by positive linear
unbounded operators on an appropriate abstract L space (Thieme (1996, Theorem
1.4)) the second perturbation step employs perturbation of integrated semigroups by
locally Lipschitz continuous nonlinear operators (Thieme (1990b, 1991)). We could
have based existence and uniqueness of solutions on this approach as well, but in
section 3 we preferred the more familiar Volterra integral equations approach.

The differentiability of the semiflow with respect to the state variable and the
semigroup property of the derivative follow from Theorem 3.4 in Thieme (1990b).

Theorem A.2. The semiflow Θ has a compact attracting set.
We call a set K in X◦

+ an attracting set if

Θ(t, x)→ K t → ∞, ∀x ∈ Y,

with the interpretation that for every set U , K ⊆ U ⊆ X◦
+, U relatively open in X◦

+,
we have some tU > 0 such that Θ(t, x) ∈ U for all t ≥ tU .

The rest of this section concerns the proof of this theorem.
Proof of Theorem A.2. We have derived in section 3 that N = S +

∑n
j=1 Ij

satisfies

N(t) ≤ Λ

µ
+

(
N(0)− Λ

µ

)
e−µt ≤ max

{
Λ

µ
,N(0)

}
.

From this we conclude that every solution satisfies N(t) ≤ Λ
µ + 1 =: Ñ after a

sufficiently long time. Further we have found (Theorem 3.1) that S(t) > S∗ > 0 for
sufficiently large t. To find an attractor, the semiflow property allows us the restriction
to solutions satisfying

S(t) +
n∑

j=1

Ij(t) ≤ Ñ , S(t) ≥ S∗ > 0 ∀t ≥ 0.(A.1)

This implies that

B0(t) ≤ cÑ ∀t ≥ 0.
It follows recursively from the third equation in section 2.3 that

Bj(t) = B̃j(t) + e−µtB̄j(t),(A.2)

B̃j(t) = −
∫ t

0

B̃j−1(t− s)e−µsFj(s)Pj(ds),

B̄j(t) = −
∫ t

0

B̄j−1(t− s)Fj(s)Pj(ds) + B̆j(t), j = 1, . . . , n,

B̃0 = B0, B̄0 = 0.
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Recursively one proves

∫ ∞

0

|B̄j(t)|dt ≤ c̃

j∑
k=1

∫ aj

0

ŭj(a)da ≤ c̃Ñ , 0 ≤ B̃j(t) ≤ c̃Ñ .

This implies that

uj(t, a) = vj(t, a) + wj(t, a) with

∫ aj

0

wj(t, a)da → 0, t → ∞,

and

vj(t, a) =

{
B̃j−1(t− a)Fj(a)Pj(a)e

−µa; 0 ≤ a < t,
0; t < a,

where 0 ≤ B̃j−1(t) ≤ c̃Ñ for all t ≥ 0. The closure of the set of functions v =

(Ñ , v1, . . . , vn) with vj of this form are an attractor for the semiflow. We want to
apply the usual compactness criterion for sets of integrable functions to prove the
compactness of the attractor. We restrict ourselves to showing the most critical of
the three conditions,∫ ∞

0

|vj(t, a+ h)− vj(t, a)|da → 0, h → 0,

uniformly in t ≥ 0 and uniformly for all solutions satisfying the constraint above.
This boils down to showing that∫ t

0

|B̃j−1(a+ h)− B̃j−1(a)|e−µ(t−a)da → 0, 0 < h → 0, j = 1, . . . , n,(A.3)

uniformly in t ≥ 0 and uniformly for all solutions satisfying the constraint (A.1).
(A.3) will follow from the following lemma.

Lemma A.3. B0 is absolutely continuous such that |B′
0(t)| ≤ κ + φ(t), where κ

is a constant and φ ∈ L1[0,∞) and both can be chosen uniformly for all solutions
satisfying the constraints (A.1).

Let us postpone the proof of Lemma A.3 and first show that (A.3), for j = 1,
follows from Lemma A.3. Indeed, changing the order of integration we obtain the
following estimate:∫ t

0

|B0(a+ h)−B0(a)|e−µ(t−a)da ≤ h

(
κ

µ
+

∫ ∞

0

φ(s)ds

)
.

We show next that if (A.3) holds for j − 1, where 1 ≤ j ≤ n, it holds for j. Notice
that

|B̃j(a+ h)− B̃j(a)| ≤ −
∫ a+h

a

B̃j−1(a+ h− s)e−µsPj(ds)

−
∫ a

0

|B̃j−1(a+ h− s)− B̃j−1(a− s)|e−µsPj(ds).

Now, changing the order of integration and using that Pj(0) = 1,

−
∫ t

0

(∫ a+h

a

B̃j−1(a+ h− s)e−µsPj(ds)

)
e−µ(t−a)da ≤

∫ h

0

B̃j−1(a)e
−µ(t−a+h)da.
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Since, by (A.2), B̃j−1 is bounded with a uniform bound for solutions satisfying the
constraint (A.1), this expression converges to 0 as h → 0, uniformly in t ≥ 0 and
uniformly in all solutions satisfying (A.1). Further changing the order of integration
and integrating by parts we obtain the inequality

−
∫ t

0

(∫ a

0

|B̃j−1(a+ h− s)− B̃j−1(a− s)|e−µsPj(ds)

)
e−µ(t−a)da

≤
∫ t

0

|B̃j−1(a+ h)− B̃j−1(a)|e−µ(t−a)da.

So the only remaining task is the following proof.
Proof of Lemma A.3. Let L be the Lipschitz constant of f on the set

S ≥ S∗, S +
n∑

j=1

Ij ≤ Ñ .

Since S and Ij are absolutely continuous, so is B0 and

|B′
0(t)| ≤ L


|S′(t)|+

n∑
j=1

|I ′j(t)|

 for almost all t ≥ 0.

S′ is bounded on [0,∞) uniformly for all solutions under consideration, while

|I ′j(t)| ≤ µIj(t) +Bj−1(t)−
∫ t

0

Bj−1(a)(Pj(da) + Fj(da)) + Ĭ ′j(t),

where Ĭj(t) is given in section 2.3. Ĭj(t) is absolutely continuous and its derivative
nonpositive (Thieme (to appear 2, Corollary A.6 (b))). Hence∫ ∞

0

|Ĭ ′j(t)|dt = −
∫ ∞

0

Ĭ ′j(t)dt ≤ Ĭj(0) = Ij(0) ≤ Ñ .

If j = 1, Bj−1 = B0 is uniformly bounded uniformly for all solutions under consider-
ation and so is ∫ t

0

Bj−1(a)(Pj(da) + Fj(da)).

Lemma A.3 now follows from successive application of the subsequent Lemma A.4,
estimate (3.2), and the recursive definition of Bj in section 2.3.

Lemma A.4. Let 0 ≤ u(t) ≤ c + ũ(t), ũ(t) ≥ 0, c ≥ 0, P : [0,∞) → [0, 1] be
nonincreasing, and

v(t) = −
∫ t

0

u(t− a)P (da), ṽ(t) = −
∫ t

0

ũ(t− a)P (da).

Then

0 ≤ v(t) ≤ c+ ṽ(t),

∫ ∞

0

ṽ(t)dt ≤
∫ ∞

0

ũ(t)dt.
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Proof. Since P is nonincreasing, v is nonnegative. Further

v(t) ≤ −
∫ t

0

cP (da)−
∫ t

0

ũ(t− a)P (da) ≤ cP (0) + ṽ(t).

By Fubini’s theorem,∫ ∞

0

ṽ(t)dt = −
∫ ∞

0

(∫ ∞

a

ũ(t− a)dt

)
P (da) ≤ P (0)

∫ ∞

0

ũ(t)dt.
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