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1D Diffusion Problem

Consider the Poisson equation

{ —(a(x)d'(x)) = f(x), xel=(0,1),
ul0)=a, u(l)=2p

Ritz formulation: find u € H*(/) such that

u= argmin {%/01 a(x)(v'(x))zdx—/o1 f(x)v(x)dx}

veHY (1)
v(0)=a,v(1)=p

Let

n
Mp(l) = {C_l—l-ZC,‘O'(X—b,') : C,'ER,OSb,‘S].,b,‘<b,‘+1}
i=0
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Modified Ritz formulation

Given v > 0, let J: H*(/) — R be the modified energy functional given by

) = = [ a0 0Pax — [ Fvx)dx+ 2 (v(b) - BY:
2 Jo o 2

Ritz neural network approximation: find u,(x) € M,(/) such that

Iun) = veTiTu)J(V)
v(0)=a
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Error estimate

Let X,(/) be the set of functions S : R — R, where S is a CPwL function

with at most n distinct breakpoints in /. We have the following inclusion?:

Yoo1(l) c Mu(l) C Xu(1)

Let u be the exact solution of the diffusion problem and u, € M,(/) be
the Ritz neural network approximation. If u € H?(/), then

2v/2
”U - Un”a = _|U|H2(l + _|a(1) /(1)‘7

v

where [[v[2 = [ a()(v/(x))2dx + 7(v(1))2.

1. Daubechies et al. “Nonlinear Approximation and (Deep) ReLU Networks”.
English (US). in: Constructive Approximation 55.1 (Feb. 2022), pp. 127-172. ISSN:
0176-4276. DOI: 10.1007/s00365-021-09548~-z.
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Systems of algebraic equations

Let

n
Up = Up(x) = up(x;¢,b) = a + Z cio(x — bj)
i=0

be a solution of the previous minimization problem. Then the linear and
nonlinear parameters

c=(co,...,cn)" and b= (bg,...,bs)"
satisfy the following system of algebraic equations

Ved(up) =0 and VuJ(u,)=0.
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Linear parameters c

The equation V¢J(u,) = 0 has the form

(A(b) + ﬂyddT> c = f(b) +v(3 — a)d,
where

1
o Ab) = / 2()Vedy(x) (Veus () T dx
/f

vcUn
ed=(b—bg,...,b— b)
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Nonlinear parameters b

For j =0,1,...,n, the j* equation of VpJ(u,) = 0 is given by

1
a%J(un)—cj( | e )dx—fyun(l)—a(b)(zc, )+ch>

J
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Nonlinear parameters b

Forj=0,1,...,n, let

g(bj) = f(c) +4'( <Zc, )

Then the Hessian matrix VZJ(up) has the form

H(c,b) = B(c, b) + ~ec,

where B(c, b) := diag(—cog(bo), - - ., —cng(bn))
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Coefficient matrix

fblo a(x)dx fbll a(x)dx f% a(x)dx --- fbl" a(x)dx

fbll a(x)dx bll a(x)dx f? a(x)dx --- fbl,, a(x)dx
A(b) = fblz a(x)dx fb12 a(x)dx [, a(x)dx - fbl" a(x)dx |,

fbln a(.x)dx bln a(.x)dx fbln aéx)dx - bl,, a(.x)dx

particularly, when a(x) =1

1—byg 1—by 1—bp --- 1—b,
1—-by 1—by 1—by -+ 1—b,
A(b) — 1—b2 1—b2 1—b2 1—b,,
1-b, 1—-b, 1—b, -+ 1—b,
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Condition number

Let a(x) = 1, then the condition number of the coefficient matrix A(b) is
bounded by O (n/hmin)-
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Inverse of the coefficient matrix

The coefficient matrix is invertible and its inverse is given by

|

|

|=
o
o
(@)
o

1 1 1 1
= L == 0 0 0
1 1 1 1
o B 0 Do
0 0 0 0 Sn{1 + g —ﬁ
1 1 1
0 0 0 0 -3 ==

where s; := fblji—l a(x)dx.
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A Damped Block Newton (dBN) Method

We want to solve
Ved(up) =0 and VpJ(u,) =0.
The equation VcJ(up) = 0 has the form
(A(b) + fyddT> c = f(b) +v(8 — a)d,
The Hessian matrix V2J(uy,) has the form
H(c,b) = B(c, b) + ycc’,

where B(c, b) is a diagonal matrix.
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A Damped Block Newton (dBN) Method

Let (c(k), b(k)) be the previous iterate. We then compute the current state
(ct+1) b(k+1)) by doing the following:

(i) Compute the current linear parameters c(k*1) using
(A(b(k)) +~dd T) c = f(b()) +4(8 — a)d,

(i) Assume that the Hessian matrix H(c(k*1) b(k)) is invertible. Set the
search direction

pk) = —H (kD) bUN TGy J(uy(x; K+ b(RY),
(iii) Compute the stepsize 7,

e = argmin J(us(; €7, b9 1))
neR4

Set the current nonlinear parameters by
b1 = p(k) 4y p(k).
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Some remarks

® We notice that we can compute all the matrix inverses exactly.

o |f cl.(kﬂ)g(bfk)) vanishes for some i € {0,..., n}, then the

corresponding nonlinear parameter will remain unchanged, i.e.,
ik = bfk), and be removed at the step (i) of the method.

1
® The computational cost of the matrix operations in our algorithm is

O(n).
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Numerical results

The first test problem involves the function
()= b =57 :
RO ®P L T o0t P\ T9x001

Figure: Graph of the test function u(x)
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dBN vs BFGS
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Convergence rate

n €n r
60 4.65 x 1072 | 0.749
90 3.41 x 1072 | 0.751
120 2.49 x 1072 | 0.771
150 1.97 x 1072 | 0.783
180 1.78 x 1072 | 0.775
210 1.59 x 1072 | 0.775
240 1.27 x 1072 | 0.796
270 1.22 x 1072 | 0.787
300 1.09 x 1072 | 0.792
330 1.01 x 1072 | 0.792
360 9.94 x 103 | 0.783
390 9.54 x 1073 | 0.780
420 8.07 x 103 | 0.798

. |ul®) —ul 1
Table: Relative errors e, = ”Iulil”“) and rates r for n neurons after 1000
HL(1)
Iterations.
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Adaptivity

Let K = [c, d] C [0, 1], define the indicator of K using the ZZ-estimator
& = lla Y2 (G(au),) — aul) |l 20y,

where G(au)) is the projection of au/, onto the continuous piecewise linear
space of functions.
Given u, € M,(I), we determine a partition of [0, 1]

Ko = {[bi-1, bi]} 113 = {K} ],

where b_1 := 0.
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Adaptivity

Then, we define a subset I/C\,, C K, using the average marking strategy?:

— 1
=<K : >
Kr € Kotk 2 o > &

where #/C,, is the number of elements in IC,,. For a refinement step, a
meshpoint gets added at the midpoint within each element of KCj,.

2Min Liu and Zhigiang Cai. “Adaptive two-layer ReLU neural network: Il. Ritz
approximation to elliptic PDEs”. In: Computers Mathematics with Applications 113
(2022), pp. 103-116. 1SsN: 0898-1221. por:
https://doi.org/10.1016/j.camwa.2022.03.010.
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Adaptivity

Given a tolerance ¢, start with a small number of neurons ng, then

(i) Compute the solution uj,
1/2
(ii) Estimate the total error by computing £ = (KZK §2K) /Nunlmi(
€

(iii) If & < ¢, then stop; otherwise go to step (iv)
(iv) Add new neurons to the network by using the network enhancement
strategy, then go to step (i)
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dBN + Adaptivity

un
x Break points 030

000 o sot00c el 000
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(a) Initial NN model (b) Optimized NN (c) Adaptive NN model

with 22 uniform model with 22 with 22 breakpoints:

breakpoints, breakpoints, 500 10 initial breakpoints,

el — 0,227 iterations, 2 refinements (13, 22
% =0.100 neurons),

|u — un|1/|uli = 0.083

Figure: Results of using ReLU networks for approximating function u(x)
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dBN + Adaptivity

NN (n neurons) én n r

Adaptive (19) 9.77 x 1072 | 0.953 0.790
Adaptive (29) 7.30 x 1072 | 0.730 0.807
Adaptive (46) 4.19 x 1072 | 0.563 0.829
Adaptive (77) 2.52 x 1072 | 0.430 0.847
Adaptive (130) 1.53 x 1072 | 0.328 0.859
Adaptive (204) 1.05 x 1072 | 0.265 0.857
Adaptive (272) 8.02 x 1073 | 0.226 0.861
Fixed (204) 1.78 x 1072 | 0.396 0.757
Fixed (272) 1.28 x 1072 | 0.336 0.777

Table: Comparison of an adaptive network with fixed networks for relative error
) —ul,a
e, = HL(1)

e , relative error estimators &,, and rates r
HL(1)
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dBN + Adaptivity

Figure: Results of using ReLU networks for approximating u(x) = x?/3
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Conclusions

e Key compotents of dBN: decoupling and the use of exact inverses
for the matrices

Performance: dBN outperforms state of the art methods such as
BFGS

Convergence rate: adaptivity improves the convergence rate

Drawback: dBN as defined here only applies to the one dimensional
setting
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Current and possible future work

e Current work

® Mass matrix, 1D difussion-reaction and datta fitting problems
® Convergence of NN Gauss-Newton methods

® Future work

® 2D problems
® Deep NN methods
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