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Shallow Neural Network

Let
n
Mn(/) = {C_1-|-ZC,'O'(X—b,') : CiER,OSb,'S].,b,'<b,'+1}
i=0

where o(t) = max{t,0}.
Given b = (bg, by, ..., b,) ", let

H(x) == (0'(x — bo), 0’ (x — b1),...,0'(x — by))T.

1
Coefficient matrix: A(b) = / H(x)H(x) " dx
0
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Mass matrix

Let
Y(x) := (0(x — bg),0(x — b1),...,0(x — by))T.

1
Mass matrix: M(b) = / ¥ (x)X(x) " dx
0

The condition number of the mass matrix M(b) is bounded above by

O (n/k2,).

min
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Least-Squares Optimization Problems

Given a function u(x) defined on / = (0, 1), the best least-squares
approximation to u in M () is to find u, € M,(Q2) such that

J(up) = min_ J(v),

veEM ()

where J is the least-squares loss functional given by
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Systems of algebraic equations

Let
Up = Up(x) = up(x;¢,b) = +Zc, o(x—»b

be the best least-squares NN approximation. Then the linear and nonlinear
parameters

c=(co,...,cn)" and b= (bg,...,bs)"
satisfy the following system of algebraic equations

VeJ (up) =0 and VpJ (un) =0.

César Herrera (Purdue) Fast Iterative Solver for NN Method April 2024 8/34



Linear parameters c

The equation V¢J(u,) = 0 has the form

M(b)c = u(b),

T

where u(b) = ( /0 U)o (x — bo)d. .. /0 ) b,,)dx)
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Linear parameters c

Let hj = b; — bj_1 for i =0, ..., n. Define the matrices
1
-1 1 o
h
G = -1 1 s Dh(b) = )
-1 1 n

and the tridiagonal matrices

T1 = Ti(b) = GDy(b)1G,

2(/71 + h2) ho
1 h2 2(/’)2 + h3) h3

hny1 2hpia
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Linear parameters c

The following factorization holds:

M) =T, T T, 7!
ie.,

M(b)_l = Tl( Tg)_l T1.

So that the linear system
M(b)c = u(b),

can be solved in 14(n + 1) operations.
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Nonlinear parameters b

The Hessian matrix V2.7 (u,) has the form
H(c,b) = D(c)A(c,b) + D(c)A(b)D(c),

where A(c, b) = diag(un(bo) — u(bo), ..., un(bn) — u(bs)) and
D(c) = diag(co, c1,- .-, Cn)-

Assume that ¢; # 0 for all i =0,1,...,n, and | + A(b)"1D(c)"'A(c,b) is
invertible. Then #(c,b) is invertible and

H(c,b) ™" = (I + D(c) *A(b) *A(c, b)) ' D(c) *A(b)"1D(c) .
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A Damped Block Newton (dBN) Method

Let (c(k), b(k)) be the previous iterate. We then compute the current state
(ct+1) b(k+1)) by doing the following:

(i) Compute the current linear parameters c(k+1) solving
M(b" e = u(b).

(i) Assume that the Hessian matrix H(c(k*1) b(k)) is invertible. Set the
search direction

p) = —2(c D) BN 1Ty T (u(x; KD, bK)Y),
(iii) Compute the stepsize 7
i = argmin J (un(x; 1), b1 + np(1)).
Set the current nonlinear parameters by
b(k+1) = p(k) 4y, p(k).
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A Damped Block Gauss-Newton (dBGN) Method

Recall that we want to find a minimizer u,(x) € M,(/) for the loss
function

Since this is a least-squares problem, we can get the Gauss-Newton matrix
Hen(c,b) = D(c)A(b)D(c),

which is positive definite when ¢; # 0, for all i =0,...,n.
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A Damped Block Gauss-Newton (dBGN) Method

Let (c(k), b(k)) be the previous iterate. We then compute the current state
(ct+1) b(k+1)) by doing the following:

(i) Compute the current linear parameters c(k+1) solving
M(b" e = u(b).

(i) Assume that the Gauss-Newton matrix Hgn(c(k+1), b(K) is invertible.
Set the search direction

pk) = —H o (D bR IV, T (un(x; FHD b)Y,
(iii) Compute the stepsize 7
i = argmin J (un(x; 1, b1 + np(1)).
Set the current nonlinear parameters by
b(k+1) = p(k) 4y, p(k).
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Numerical experiments

Consider the function

1.0 { =— u 10
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Figure: u(x) approximated by NN. Left: 20 uniform breakpoints,

J(u,) = 3.17 x 1075, Right: optimized NN model with 20 breakpoints, 1000
iterations, J(u,) = 6.13 x 1078,
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dBN vs dBGN vs BFGS

— BFGS

" —— BFGS "
§ —— dBN ﬁ —— dBN
—— dBGN 107 —— dBGN
107
o 10 20 0 o 0 o ) 20 EY o 50
Iterations

Iterations

(b) Loss vs number of iterations using
48 neurons. Final losses: BFGS -
493 x107°, dBGN - 2.24 x 1077,
dBN -1.94 x 1077,

(a) Loss vs number of iterations using
24 neurons. Final losses: BFGS -
1.92 x 107° , dBGN - 9.96 x 1077,
dBN - 7.66 x 107",
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1D Diffusion Reaction Problem

We consider the 1D problem

{ —u"(x)+ u(x) =f(x), xel=(0,1),
ul0)=«a, u(l)=2p

Ritz formulation: find u € H*(/) such that

1 1 1
u= argmin {1/ (v’(x))2dx+1/ (v(x))2dx—/ f(x)v(x)dx}
veri(y L2 Jo 2 Jo 0
v(0)=a,v(1)=p
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Modified Ritz formulation

Given v > 0, let J: H*(/) — R be the modified energy functional given by

= /0 (V/()Pdct 5 /0 (v(x))2dx— /0 FEV()dct L (v(b) — 5)?

Ritz neural network approximation: find u,(x) € M,(/) such that

Iun) = veTiTu)J(V)
v(0)=a
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Error estimate

Proposition
Let u be the exact solution and u, € Mj,(/) be the Ritz neural network
approximation. There exists a constant C depending on u such that

Ju—unlls < € (07t +472/2),

where [[v[[2 = [(v/(x))%dx + [1(v(x))?dx + (v(1))2.
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Systems of algebraic equations

Let

n
Up = Up(x) = up(x;¢,b) = a + Z cio(x — bj)
i=0

be a solution of the previous minimization problem. Then the linear and
nonlinear parameters

c=(co,...,cn)" and b= (bg,...,bs)"
satisfy the following system of algebraic equations

Ved(up) =0 and VuJ(u,)=0.
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Linear parameters c

The equation V¢J(u,) = 0 has the form
(A(b) + M(b) + vddT> c = f(b) +v(3 — a)d.

where
e A(b) is the coefficient matrix

e M(b) is the mass matrix

o f(b) = < /0 1 f(x)o(x — bo)dx, ..., /0 1 F(x)o(x — b,,)dx)
od=(b—bo,....,b—b,)7T

T
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Linear parameters c

Let hj = b; — bj_1 for i =0, ..., n. Define the matrices
1
-1 1 o
h
G = -1 1 s Dh(b) = )
-1 1 n

and the tridiagonal matrices

T1 = Ti(b) = GDu(b)™1G, T3 = T3(b)= G Dy(b)7'G ,

2(/71 + h2) ho
1 h2 2(/’)2 + h3) h3

hny1 2hpia
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Linear parameters c

The following factorization holds:

M(b) + A(b) = T, T(Ta + T3) T, L,
ie.,

(M(b) + A(b)™" = T1(To + T3) ' Th.

So that the linear system
(A(b) + M(b) + vddT> c = f(b) +v(8 — a)d.

can be solved in 30(n + 1) operations.
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Nonlinear parameters b

Forj=0,1,...,n, let
g(bj) = un(bj) — f(b;),

and B(c,b) = diag(g(bo), - .., g(bn)). Let D(c) = diag(co, c1,-- -, Cn)-
Then the Hessian matrix VZJ(up) has the form

H(c,b) = H(c,b) + vec” = D(c)B(c, b) + D(c)A(b)D(c) + ycc .

Assume that ¢; # 0 for all i = 0,1,...,n, and / + A(b)"*D(c) 'B(c,b) is
invertible. Then H is invertible and

-1

H™' = (/ + D(c) "A(b)'B(c,b)) " D(c) *A(b) ' D(c)*
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Numerical experiments

The first test problem involves the function

B G L D A
u(x) = x | exp 0.01 P\ "9 x 001

—u —_—u

—_— —un

X Break points 030 % Break points

020 020
015 015
0.10 0.10
0.05 0.05
0.00 XXXXKRKX 0.00
00 02 04 06 08 10 ) 02 04 06 08 10

Figure: u(x) approximated by NN. Left: 21 uniform breakpoints, e, = 0.238.
Right: optimized NN model with 21 breakpoints, 500 iterations, e, = 0.101.
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dBN vs dBGN vs BFGS

— BFGS
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(a) % vs number of iterations

using 24 neurons. Final relative errors:

BFGS - 0.133, dBGN - 0.097, dBN -
0.090.
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(b) % vs number of iterations
using 48 neurons. Final relative errors:
BFGS - 0.082, dBGN - 0.064, dBN -

0.053.
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Singularly Perturbed Reaction-Diffusion Equation

—€ u”(x +u(x) =f(x), xel=(-1,1),
=u(l)=0.
For f(x 2(5 4x tanh( (x> =1))) (1/cosh (L(x* - 1)))2+
tanh ( - %)) —tanh ( ) this problem has the following exact solution

u(x) = tanh (é(x2 - %)) _ tanh <f—€>
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Singularly Perturbed Reaction-Diffusion Equation

—_— 0.00 A —u
—_— —_—
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Figure: u(x) approximated by NN. ¢ = 0.01 Left: 32 uniform breakpoints,
e, = 0.889. Right: optimized NN model with 32 breakpoints, 500 iterations,
e, = 0.090.
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Summary/Future work

Key components of our methods:
® We know how to invert the coefficient matrix and the mass matrix.

® We utilize the geometric meaning of the nonlinear parameters to
obtain a good initial approximation.

Future work: Two-dimensional problems.
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PURDUE

UNIVERSITY
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