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Abstract

We study the RTT orthosymplectic super Yangians and present their Drinfeld realiza-
tions for any parity sequence, generalizing the results of Jing et al. (Commun Math
Phys 361(3):827-872, 2018) for non-super case, Molev (Algebras Representation
Theory, 26, 2023) for a standard parity sequence, and Peng (Commun Math Phys
346(1):313-347, 2016), Tsymbaliuk (Lett Math Phys 110(8):2083-2111, 2020) for
the super A-type.
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1 Introduction
1.1 Summary

The original definition of Yangians Y (g) associated to any simple Lie algebra g is
due to [6], where these algebras are realized as Hopf algebras with a finite set of
generators (known as the J-realization). The representation theory of such algebras
is best developed using their alternative (new) Drinfeld realization (also known as the
current realization) proposed in [7], though the Hopf algebra structure is much more
involved in this presentation (for example, a proof of the coproduct formula was given
only recently in [17]).

For g = gl,,, a closely related algebra Y™ (gl,,) was studied earlier in the work of
Faddeev’s school on the quantum inverse scattering method, see e.g. [11] where the
algebra generators were encoded by an n x n square matrix 7 (u) subject to a single
RTT relation

Ru —v)T1(w)T2(v) = 2()T1 () R(u — v) (1.1)

involving Yang’s R-matrix R(u) satisfying the Yang—Baxter equation with a spectral
parameter
Ria()Ri3(u +v)R3(v) = Rp3(v)Ri3(u + v)Ri2(u) . (1.2)

We note that the s[,,-version Y™ (sl,,) is recovered by imposing an extra relation
qdetT(u) =1. (1.3)

The Hopf algebra structure on both Y™(gl,,) and Y™ (sl,) is extremely simple with
the coproduct
A:Tw) > Tw) @ Tw). (1.4)

This RTT realization is well suited for the development of both the representation
theory and the corresponding integrable systems (involving Bethe subalgebras on the
mathematical side).

An explicit isomorphism from the new Drinfeld to the RTT realizations of type
A Yangians is constructed using the Gauss decomposition of T (), a complete proof
been provided in [5] (curiously enough the trigonometric version of this result was
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Orthosymplectic Yangians Page3of100 43

established a decade earlier in [8]). A similar explicit isomorphism for the remaining
classical BC D-types was obtained only a decade later in [18], where it was again
constructed using the Gauss decomposition of the generating matrices 7 (1) which are
subject to the RTT relations (1.1) with the rational solutions of (1.2) first discovered
in [30]. An implicit existence of such an isomorphism for any g was noted by Drinfeld
back in the 1980s, while a detailed proof of his result was established only recently
in [27].

Finally, we note that the RTT realization of the (antidominantly) shifted Yangians
Y, (g) from [4] was recently obtained in [10, 13] for classical g. This significantly
simplifies some of their basic structures such as the coproduct homomorphisms
A Y008 = Y (9) ® Yy, (), cf. (1.4), and allows to introduce integrable sys-
tems on the corresponding quantized Coulomb branches of 3d N/ = 4 quiver gauge
theories. An important aspect of this setup in A-type is that the central series qdet T (u)
encodes all masses of the corresponding physical theory, cf. (1.3).

The theory of Yangians associated with Lie superalgebras is still far from a full
development. In particular, there is no uniform J- or Drinfeld realizations of those. The
cases studied mostly up to date involve rather the RTT realization. The general linear
RTT Yangians Y™ (gl(n|m)) and the orthosymplectic RTT Yangians Y™ (osp(N|2m))
first appeared in [23] and [1], respectively, using the super-analogs of the Yang’s and
Zamolodchikov-Zamolodchikov’s rational R-matrices.

A novel feature of Lie superalgebras is that they admit several non-isomorphic
Dynkin diagrams. The isomorphism of the Lie superalgebras corresponding to differ-
ent Dynkin diagrams of the same finite/affine type was obtained by Serganova in the
Appendix to [19]. Likewise, one may define various quantizations of the universal
enveloping superalgebras starting from different Dynkin diagrams, and establish-
ing isomorphisms among those is quite a non-trivial task. In the case of quantum
finite/affine superalgebras in their Drinfeld-Jimbo realization, this was accomplished
by Yamane in [28] two decades ago.

Despite the absence of the definition of super Yangians, the rational setup admits
some benefits. As an example, the RTT realization of Y™ (gl(n|m)) manifestly provides
an isomorphism between these algebras corresponding to different Dynkin diagrams,
which is far from being obvious when considering their Drinfeld realizations as devel-
oped in [24, 26]. We note however that the positive subalgebras in the Drinfeld
realization do essentially depend on a choice of the Dynkin diagram.

One of the major objectives of the present note is to generalize [26, §2] to the
orthosymplectic Yangians. To this end, we study the RTT Yangians Y™ (osp(N |2m))
and their extended versions X™(osp(N|2m)) associated to an arbitrary Dynkin
diagram. Alike the aforementioned gl(n|m)-type, these algebras are manifestly iso-
morphic, while their Drinfeld realizations look quite different. In fact, one of our key
results is the Drinfeld realization of these algebras for all Dynkin diagrams. We note
that the case of N > 3 and the standard Dynkin diagram was recently treated in [21].

Our approach is quite straightforward, generalizing [5] for A-type, [18] for BC D-
types, and [21] for the distinguished Dynkin diagram. The above crucially used the
rank reduction embeddings that are compatible with the Gauss decompositions. Let
us emphasize that while the proof of the existence of such embeddings solely utilized
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the RTT formalism in non-super case of [18], this approach is not fully applicable in
the present setup (due to the possible singularity of R(u) atu = 1), and we rather use
an update of the corresponding core computation from [21]. With the help of these
embeddings, the quadratic relations in the Drinfeld presentation of orthosymplectic
Yangians are derived from the super A-type analog and rank < 2 cases handled by
brute force. Additionally, we also have Serre relations (standardly deduced from their
Lie-theoretic counterparts). The Drinfeld realization of osp(1|2)-Yangians previously
appeared in [2], where many details were missing and an opposite Gauss decomposi-
tion was used.

We note that the orthosymplectic type simultaneously resembles all three classical
types B, C, D. In the sequel note [14], we construct orthosymplectic Lax matrices
generalizing our orthogonal and symplectic Lax matrices from [9, 13].

While we were preparing the present note and [14], the work [22] appeared that
independently treats the N = 1 case. The arguments of loc.cit. are quite similar to
ours and also crucially rely on the Drinfeld realization of X™ (0sp(1|2)), thus filling
in the aforementioned gaps of [2].

1.2 Outline

The structure of the present paper is the following:

e In Sect.2, we recall basic results on the orthosymplectic Lie superalgebras
osp(V). We recover their Dynkin diagrams of [12] from the parity sequences
Yy e {0, 1} dim(V)/2] see Sect. 2.3 as well as recall their Serre-type presentations
from [29] highlighting the presence of the higher order Serre relations of orders 3, 4,
6, or 7 for specific parity sequences Yy, see Sect. 2.4.

e In Sect. 3, we introduce the RTT (extended) Yangians X™ (osp(V)), Y™ (0sp(V))
and establish their basic properties. We emphasize that both algebras X™ (osp(V))
and Y™ (0sp(V)) depend (up to isomorphism) only on the total number of 0’s and 1’s
in Yy, according to Lemma 3.12 and Corollary 3.24. Thus, all of them are isomorphic
to the (extended) orthosymplectic Yangians X™ (osp(N|2m)) and Y™ (osp(N|2m))
of [1], which correspond to the standard parity case (where all 0’s are placed after
all 1’s). This observation allows us to generalize some of the basic structural results
of [1], such as the tensor product decomposition (3.19) and the PBW-type results of
Proposition 3.29 and Corollary 3.34, to arbitrary parity sequences Yy .

The rest of this note is devoted to the Gauss decomposition (3.35) of the generator
matrix 7 (u). To this end, we first establish our key technical tool of rank reduction in
Theorem 3.47 (the proof of which closely follows the arguments of [21, §3]). The latter
implies the commutativity of some of the generating currents, see Corollary 3.52. We
also establish Lemma 3.55 that significantly simplifies several computations in the rest
of the note. Finally, we recall the defining relations among the generating currents of
the super A-type Yangians Y™ (gl(V)) in Theorem 3.70, and deduce the corresponding
relations for the currents of X™ (osp(V)) with Yy = Yy, see Corollaries 3.89, 3.91.

e In Sect. 4, we recover explicit formulas for all entries of the matrices E (v), F (1), H (1)
from the Gauss decomposition (3.35) in terms of the generating currents e; (1), f; (1),

@ Springer



Orthosymplectic Yangians Page50f100 43

hi(u) from (3.36, 3.40). We also derive a factorized formula for the central series
cy (u) of (3.16) in Lemmas 4.31, 4.45, 4.49. In Sect. 4.4, we establish some higher
order relations generalizing those from Sect. 2.4.

e In Sect.5, we establish quadratic relations between the generating currents
e; (w), f;(u), h,(u) of X™(0sp(V)) in rank < 2. The arguments are straightforward
(though tedious) and we present them in a uniform way (eliminating the smaller rank
reduction of [18] for non-super types).

e In Sect.6, we present Drinfeld realizations of RTT (extended) orthosymplectic
super Yangians X™ (osp(V)) and Y™ (0sp(V)), associated with any parity sequence,
see Theorems 6.33 and 6.100. The corresponding relations follow from those for
Y™ (gl(V)) and Y™ (5[(V)) through Corollaries 3.89, 3.91, the commutativity of Corol-
lary 3.52, the Serre relations (the higher order ones generalize those from Sect. 4.4), and
the quadratic relations in rank < 2 as established in Sect. 5. To prove the sufficiency of
these relations, we use the standard argument (originating from [5]) of passing through
the associated graded algebras and utilize the PBW result of Corollary 3.34.

e In Appendix A, we recall the isomorphisms X™(s03) >~ Y™(gly), Y™ (s03) ~
Y™ (sl,) of [3], see Proposition A.5, whose proof is based on the important 6-fold
R-matrix fusion of Lemma A.3. We then establish similar isomorphisms X" (s0g) =~
Y™ (gly), Y™ (s06) =~ Y™ (sl4) in Proposition A.11, the proof of which is based on the
analogous 6-fold R-matrix fusion of Lemma A.9. Finally, we explain in Remark A.13
why applying the above R-matrix fusion approach to Y™ (gl(1|2)) recovers an algebra
that looks surprisingly different from X™ (0sp(2|2)), despite 0sp(2]|2) =~ s1(1]|2). We
conclude by matching the resulting two 16 x 16 R-matrices with those of [25], see
Remark A.22.

2 Orthosymplectic Lie superalgebras

In this section, we recall the basic results on orthosymplectic Lie superalgebras. We
recover their various Dynkin diagrams from the parity sequences and discuss their
Serre-type presentations.

2.1 Setup and notations

Fix N > 1,m > 0, and consider the set I := {1,2,..., N + 2m} equipped with an
involution ’:
i"=N+2m+1—i. 2.1

Consider a superspace V = Vi & Vj with a C-basis vy, ..., vn42, such that each
v; is either even (that is, v; € V) or odd (that is, v; € Vj), the dimensions are
dim(Vp) = N, dim(V7) = 2m, and the vectors v;, vy have the same parity for any i
(in particular, v(y+1)/24m € Vg for odd N), cf. (2.1). The latter condition means that

i=1i, (2.2)
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where for i € I, we define its Z-parity i € Z, via:

- 0 ifv; € Vg

il FRET I vi 23)
We also define the sequence Oy := (01, 02, ..., On+tom) of £1’s via:
=1 and 6;=(-1) forany 1<i<[¥4+m. (@4
It implies that
0y = (—1)ig; Viel. 2.5)

For a superalgebra A and its two homogeneous elements x and x’, we define

[x,x'] = ad, (x') == xx’ = (=DFIWI'x and e, x') = ex’ + (= DRI

) (26

where | x| denotes the Z-grading of x and we use conventions (— D=1, (-D)'=-1.

Given two superspaces A = Ay @ A7 and B = Bj @ Bj, their tensor product

A ® B is also a superspace with (A ® B)j = A5 ® B3 ® A; ® Bj and (A ® B)] =

Ap ® Bi © A{ ® By. Furthermore, if A and B are superalgebras, then A ® B is made

into a superalgebra, the graded tensor product of the superalgebras A and B, via the
following multiplication:

x @ ®y)==HPux) ® (yy) (2.7)

forany x € A, x" € Ay, y € By, y' € Bjy|.

We will use only the graded tensor products of superalgebras throughout this paper.

2.2 Orthosymplectic Lie superalgebras

A standard basis of the general linear Lie superalgebra gl(V') is formed by the elements
E;ij (1 <i,j <N+ 2m) of parity i + j with the commutation relations

[Eij, Exe) = 8 Eie — 85 (=D PED Ey;
Consider a bilinear form Bg: V x V — C defined by the anti-diagonal matrix
G= (gu)ll\’l]—&-jlm with 8ij = 8ijrt; .

We regard the orthosymplectic Lie superalgebra osp (V') associated with the bilinear
form B¢ as the Lie subalgebra of gl(V') spanned by the elements

Fij=Eij— (=1)"7%0,0, E;i Y1<i,j<N+2m. 2.8)
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We note that Fj;» = —(—1)’T'j+;9i 6; - F;j. Furthermore, the elements

i+j<N+2m+1]U[F,-,~/

[F,»,- Ivi|=T,1§i5%+m] (2.9)
form a basis of osp(V). In what follows, we shall also need the explicit commutation
relations:

[Fij, Fxel = bkjFie — 8y (— 1)+ EHD Fij
=04 (=)' H16,0; Fyre + 80y (=100 Fer . (2.10)

The Lie superalgebra osp(V) is Zr-graded: osp(V) = osp(V)5 @ osp(V);. We
choose the Cartan subalgebra ) of osp(V) (which by definition is just a Cartan subal-
gebra of 0sp(V)g) to consist of all diagonal matrices. Thus, b has a basis {F};}!_, with
r=[N/2] 4+ m.Let {¢]}_, denote the dual basis of h*. We consider the root space
decomposition osp(V) = h @ @aeA osp(V)g, where A C h* is the root system. We
further have a decomposition A = Ag U A into even and odd roots.

2.3 Dynkin diagrams with labels via parity sequences

In this subsection, we explain how various Dynkin diagrams (with labels) of the
orthosymplectic Lie superalgebras osp(V) can be easily read off the corresponding
parity sequence

Ty = (vil,.. ) = (1,...,F) € {0, 1})"  where r=|N/2]+m. (2.11)

Following [29, §2.1] (cf. [12, §2.2]), let us first recall the construction of the Cartan
matrices and Dynkin diagrams for the orthosymplectic Lie superalgebras osp(V).
To this end, we consider the non-degenerate invariant bilinear form (-, -): osp(V) X
0sp(V) — C defined via

(X,Y)= %sTr(XY),

that is the supertrace form associated with the natural action osp(V) ~ V. Its restric-
tion to the Cartan subalgebra ) of osp(V) is non-degenerate, thus giving rise to an
identification h >~ h* and inducing a bilinear form (-, -): h* x h* — C. Explicitly, we
have (for 1 <i,j <r):

= 1 if v; € V5
efe¥) =68,(=1)' =6 - te 0 2.12
(e =y =8y 3y @.12)
Remark 2.13 We note that [12] used {ek},yl{zJ U {8 )L, with (e, €) = F and
IN/2]+m

(8;,8;) = =£4;;. Our uniform choice of {e?‘}l.:l with the pairing (2.12) is better
suited for the discussions below.
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43 Page 80f 100 R. Frassek, A. Tsymbaliuk

A root B € A is called isotropic if (B, B) = 0 (in particular, 8 € Aj). In what
follows, we need

I3 :=min {|(B, B)| | B € A, not isotropic} . (2.14)

Let IT = {«y, ..., a;} be the set of simple roots of A, relative to a Borel subalgebra
of osp(V) (that is, the maximal solvable subalgebra of osp(V) containing a Borel
subalgebra of 0sp(V)g). Define the symmetrized Cartan matrix of 0sp(V') associated
with the choice IT of simple roots via

B = (bij);:,jzl with bij = (O(l',O(j) . (2.15)

We also define the diagonal matrix D = diag(dy, ..., dy) via (cf. (2.14))

5 ; ,  where = o . (2.16)
12:,/27 if (0, 0;) =0 1 if N is even

i(“z—‘“ if (i, 01) £ 0 0 if N is odd
[‘ =
Finally, we define the Cartan matrix of 0sp(V') associated with the choice IT of simple
roots via
A=D7'B=(a)) - (2.17)

Let us now recall a construction of the Dynkin diagram of osp(V') from the Cartan
matrix A. It is a graph with r vertices, colored in one of the three colors: vertex 7 is

colored white O if ¢; is an even root, gray O if ¢;; is an odd isotropic root, black .
if a; is an odd not isotropic root. We join i-th and j-th vertices with n;; lines, where:

max{|a;il, la;;|} ifa; +a;; =2
ij:: {| le | ]l|} i JJ (2.18)

|a,-j| ifail-zajj =0
Finally, if the i-th vertex is not gray and is connected by more than one edge to the

Jj-th vertex, then we orient them from i-th toward j-th if ¢;; = —1, and from j-th
toward i-th if a¢;; < —1.

In the discussions below, we follow the notations of [12]:

— Use a small black dot . in a Dynkin diagram to represent a white or gray vertex
— Use an integer K to denote the number of gray vertices among those small black
dots.

The corresponding Lie superalgebras form four classical series, which we now treat
case by case.

e N = 2n with n > 1 (which corresponds to the so-called D(n, m)-series).
In this case, the root system is (cf. [12, (2.9)]):

A:{:i:e?‘:l:e;f

1§i<j§n+m}U{:I:Ze;“

viGVI,1§i§n+m}.
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The latter follows from the explicit description of the basis (2.9), in particular, 2e}
correspond to nonzero F;;s. The choice of simple roots crucially depends on the Z;-
parity of the vector vyq,:

(1) If vy4m € Vj, then the simple positive roots are the same as in the D4, -type:

U * _x * _* * %k *
o] =€) —€), 02 =€) —€3, ..., Untm—1 =Cupp | —€pipms Ontm = i1 T €y

(2) If vy4m € V7, then the simple positive roots are as follows:

*

* * * * * *
Ay =ej—ey,a==e—€3, ..., Anim—1 =€ 1~ Cpnim» Antm = 2€, .,

. * * _ (p* % *
since we have e, 1+ e, = (€, 1 — €im) T 265,

Likewise, the highest root & depends on the Z;-parity of the vector vy:

(A) If vy € Vj, then 6 = e} + € as in the Dy 4 ,-type;
(B) If vy € Vi, then 6 = 2ej.

Let us now use the above to read off the Dynkin diagrams of [12] together with their
labels {a,-}?il’", the latter defined as the coefficients of the highest root in the basis of
simple roots

n+m

0 = Z a;o; .
i=1

Case 1: Yy = (I, %, ..., *, 1,0) with each % being either 0 or 1.
In this case, we get the following diagram with labels from [12, Table 2]:

Indeed, we have (ay+m—1, %ntm—1) = (@ntm, An+m) = 0 and (pym—1, Cnym) =
—2 # 0. The number K of gray dots among . is even since it equals the number of
l<i<n+m—2suchthati #i+ 1and 1 =n + m — 1. Finally, the labels on the
diagram are read off the equality:

2ef =2(ef—e3)+ - +2(e 2= Cpim1)F(E€imo1 —Cim) F (€ im1TCnim) -
Case 2: Yy = (0, %, ..., *, 1, 0) with each * being either 0 or 1.
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43 Page 10 of 100 R. Frassek, A. Tsymbaliuk

In this case, we get the following diagram with labels from [12, Table 2]:

This is analogous to the Case 1, except that now K is odd and the labels on the diagram
are rather read off the following equality:

* * * * * * * * * * * *
epte = (el - 62) + 2(62 - ‘)3) +ot+ 2(3n+m72 - en+m71) + (enerfl - en+m) + (enerfl + en+m) .

Case 3: Yy = (0, %, ..., %, 0, 0) with each = being either Oor 1.
In this case, we get the following diagram with labels from [12, Table 2]:

Indeed, we have (aytm—1, Antm—1) = (@ntm, %tm) = 2, (@ntm—1, Cptm) = 0.

The number K of gray dots among . is even since it equals the number of 1 <i <
n—+m—2suchthati #i+1and 1 =n +m — 1. The labels on the diagram are read
off the same equality as in Case 2:

* * * * * * * * * * * *
epte = (el - 62) + 2(62 - 63) +oot 2(en+mf2 - en+m71) + (en+mfl - en+m) + (en+mfl + en+m) .

Case 4: Yy = (1, %, ..., *,0, 0) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [12, Table 2]:

This is analogous to the Case 3, except that now K is odd and the labels on the diagram
are rather read off the same equality as in Case 1:

ZeT = 2(€T - 63) + 2(6; - ei) +ot 2(6:+m—2 - e;‘;+m—]) + (e:+m—] - e:+m) + (e:+m—1 + €Z+m) .
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Case 5: Yy = (1, %, ..., %, 1) with each # being either 0 or 1.
In this case, we get the following diagram with labels from [12, Table 2]:

Indeed, we have a4+, =Ze,’;+m so that (ym, dntm) =—4 and (p4m—1, Cn+m) =2.
The number K of gray dots among . is even since it equals the number of 1 <i <

n+m—1suchthati #i + 1 and 1 = n + m. The labels on the diagram are read off
the following equality:

2ef =2(ef —e3) +2(e5 —e3) + -+ 2 1 — €pym) + Qen).

Case 6: Yy = ((_), *, ..., %, I) with each * being either Oorl.
In this case, we get the following diagram with labels from [12, Table 2]:

This is analogous to the Case 5, except that now K is odd and the labels on the diagram
are rather read off the following equality:

ef +e3 = (€] —e3) + 23 —€3) - 4 21— Euim) + 2u4m) -

e N = 2 (which corresponds to the so-called C(m + 1)-series.!)

The descriptions of simple roots {¢; }:n:+11 and the highest root 6 are the same as for
even N > 2. The corresponding parity sequence Yy consists of a single 0 and m 1s,
hence, the following cases:

(1) For Yy = ©,1,...,1), one clearly obtains the (labeled) Dynkin diagram

of [12, p. 463]*:

1 2 2 1

(2) For Ty = (I, ..., 1,0,1,..., i), one obtains the following (labeled) Dynkin
diagram with two consecutive black dots being gray and the rest being white:

1" We warn the reader not to confuse this with the symplectic C,, | -series, corresponding to 0sp(0]2m +2).

2 We note that this choice actually differs from the standard choice made in [21] for even N > 2, cf. (2.20).
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(3) For Yy = (1, ..., 1, 0), one obtains the following (labeled) Dynkin diagram:

e N =2n+ 1 with n > 1 (which corresponds to the so-called B(n, m)-series).
In this case, the root system is (cf. [12, (2.7)]):

A = {:I:e?‘:l:e}k-

U{:I:Ze;‘

1§i<j§n+m}U{:|:e?‘ 1§i§n+m}

vieVi,lfign—i—m].

The latter follows from the explicit description of the basis (2.9). In contrast to the
case of even N, the simple roots are uniformly given by:

* * * * * * *
Q) =€ —€, 0y =¢6) —é€3, ...,C(n_l,_m_]=en+m7]—en+m,(xn+m=en+m.

Similarly to the case of even N, the highest root & depends on the parity of vy:

o — el +e; ifvy eV
n Zeik ifv1€VT'

We shall now match the (labeled) Dynkin diagrams of [12, Table 2] with the parity
sequences.

Case 1: Yy = ((_), *, ..., X, (_)) with each x being either Oorl.
In this case, we get the following diagram with labels from [12, Table 2]:

The number K of gray dots among , is even since it equals the number of 1 <i <
n+m —1suchthati # i+ 1and | = n + m, while the labels on the diagram are
read off the following equality:

ef+e5=(ef —e5)+2(e5—e3)+ -+ 2ep 1 —enim) +2(en )
Case 2: Ty = (1, *, ..., %, 0) with each * being either 0 or 1.
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In this case, we get the following diagram with labels from [12, Table 2]:

2 2 2 2

The number K of gray dots among _. is odd since it equals the number of 1 <i <
n+m—1suchthati # i+ 1and 1 # n + m, while the labels on the diagram are
read off the following equality:

2ef =2(e] —€3) +2(e5 — €3) + -+ 2(€pm1 — €pym) T 20 i) -
Case 3: Yy = (1, *, ..., *, 1) with each = being either Oor 1.

In this case, we get the following diagram with labels from [12, Table 2]:

2 2 2 2

The number K of gray dots among_. is even since it equals the number of 1 <i <
n+m — 1suchthati #i+ 1 and 1 = n + m, while the labels are read off the same
equality as in Case 2:

2ef =2(ef —€3) +2(e; —€3) + -+ 21 — €ppm) +2(€ 1) -
Case4: Yy = ((_), *, ..., X, I) with each * being either Oorl.

In this case, we get the following diagram with labels from [12, Table 2]:

1 2 2 2

The number K of gray dots among_. is odd since it equals the number of 1 <i <
n+m — lsuchthati #i + 1 and 1 # n + m, while the labels are read off the same
equality as in Case 1:

ef +e3 = (€] —e3) +2(e3 —€3) -+ 21~ Cuim) + 2(€im) -

e N = 1 (which corresponds to the so-called B(O0, m)—seriezs). _
In this case, there is only one parity sequence Yy = (1, ..., 1), thatis, |v]]| =
... = |vy| = 1. The corresponding root system is (cf. [12, (2.8)]):

t=i<j=mlJfe|t=i=mlJ {2

A= {:I:e;‘:lze}‘f

lgifm},
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with simple roots given by

*

* * * k * *
O =€ —€,0y=¢€) —€3, ... ,0y_1=€,_| —€,, 0y=2¢,,

and the highest root
0 =2ej .

This obviously corresponds to the (labeled) Dynkin diagram of [12, p. 463]:

Remark 2.19 We note the following uniform formula for the first label:
)1 if =0
2 ifju =1

The parity sequence (2.11) is called standard if

Ty =(1,...,1,

0,...,0). (2.20)

2.4 Chevalley-Serre type presentation

We conclude this section with the Chevalley—Serre-type presentation of the orthosym-
plectic Lie superalgebras. This result is a partial case of such a presentation for
all simple contragredient Lie superalgebras, established in [29, Main Theorem]. Let
A = (a;j);,; be the Cartan matrix of (2.17).

Theorem 2.21 [29] The Lie superalgebra osp(V) is generated by {e;, fi, h;}i_,, with
the Z;-grading

0 ifaj e A _
el = 1fil =12 Terefo 26, (2.22)
1 ifa; € Aq
subject to the quadratic Chevalley relations
[hi, hj]1=0,
(hi,ejl =ajje;, [hi, fil=—aijf;, (2.23)
lei, fj1=23ijhi,

the standard Serre relations

(ade’_)lﬂlz‘j(ej) =0= (adfl_)lfa,-j(fj) fori # j, witha;; #0ora;; =0,
lei,eil=0=1[fi, fil ifa;=0, (2.24)

and the higher order Serre relations (2.27, 2.31, 2.33, 2.35) that are described in detail
below.
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We shall now specify the aforementioned higher order Serre relations of degrees
4,3,6,0r7.

e For the sub-diagram

o—0O—o
j t

k

with (e, o) - (o, 1) <0 (2.25)

or one of the following sub-diagrams

o— 01 o009

j t koo ! k (2.26)
the associated higher order Serre relations are:
ei, e, ler,ex]l] =0,
[[ J 11, [es k]] 2.27)

[[fjv Sl L, fk]] =0.

Remark 2.28 (a) We note that the relations [e,, [ej, les, ek]]]zo, [f,, [f, Lfz, fk]]]:O
of [29, §3.2.1(1,2,3)] are equivalent to (2.27), due to the relations [e;, e;,] = 0 and
[ft, fi1=0.

(b) The above relations (2.27) also hold for the analogs of (2.25, 2.26) with the white
t-th vertex.

In our setup, sub-diagrams (2.26) occuronly if N =2n+1,n+m >3, n + m #
n+m—1@dk = n+m,t =n+m-—1,j = n+ m — 2). Likewise, sub-
diagrams (2.25) occur eitherif t < |[N/2]+m—land? # ¢t + [ (withj =t—1,k =
t+1)orN =2n, j =n+m—3,t =n+m—2,k = n+mand Yy = (x,...,%,1,0,0)
where each x is either 0 or 1.

Remark 2.29 As noted in [29, §2.2], the condition (o, o) - (s, ax) < O in sub-
diagrams (2.25) cannot be ignored. In our setup, that excludes the corresponding

sub-diagrams for N =_2_n,_n+m 23,1=n+m—_2,j_=n+m—l,k=n+m,
and Ty = (*,...,%,1,0,0) where each % is either 0 or 1.

e For the sub-diagram

(2.30)
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the associated higher order Serre relations are:

[er. [es. eil] — [es. [er, ei]] =0,
[flv [va ,fl]] - [sz [ftv ﬁ]] =
cf. [29, §3.2.1(6)]. In our setup, that occurs only if N = 2n, n +m > 3, and the parity

sequenceis Ty = (x, . 1, 0) where each s is eitherOor 1 (andi = n+m—2,¢ =
n+m— l,s:n+m).

(2.31)

e For the sub-diagram

—0<

J ' k (2.32)
the associated higher order Serre relations are:
[[ej’ e, [Lej. el Les, ek]]] =0,
(2.33)

(L £ (U5 £ U S]] =0

cf. [29, §3.2.1(4)]. In our setup, that occurs only if N = 2n, n +m > 3, and the
parity sequence is Yy = (x, . 1,0, 1) where each  is either O or 1 (and j =
n+m—2,t=n+m—1,k=n+m).

e For the sub-diagram

(2.34)

the associated higher order Serre relations are:

I:[ei’ [ej’ el]]’ [[gj’ et], [etv €k]]] =0 >

(2.35)

([ Ui 01 (U85 £ Ui ]| =0
cf. [29, §3. 2 1(5)] In our setup, that occurs only ifN=2nn+m=>4,and Yy =
(%,...,%,0,0, 1) where each * is either O or I (andi = n+m —3, j=n4+m-—2,t
n—+m— l,k—n+m).

Remark 2.36 (a) For odd N or even N but with the parity sequences Yy ending in 00
or 11, there may be only degree 4 higher order Serre relations.

(b) For even N > 6 — 2m and parity sequences Yy ending in 10, we get new degree
3 Serre relations.

(c) Foreven N > 8 — 2m and parity sequences Yy ending in 01, we get new degree
6 or 7 Serre relations.

@ Springer



Orthosymplectic Yangians Page 170f 100 43

Remark 2.37 (a) The degree 6 Serre relations (2.33) as well as the degree 7 Serre
relations (2.35) always hold in 0sp(V) with N = 2n for any parity sequence Y.

(b) The degree 3 Serre relations (2.31) hold in osp(V) with N = 2n iff v, 4, is even
(we note that for odd v, the corresponding Dynkin diagram does not have the s <> ¢
Zp-symmetry either).

3 RTT orthosymplectic Yangians

In this section, we recall the definition of the RTT (extended) Yangians of osp(V') and
their basic properties. We establish the key rank-reduction result in Theorem 3.47,
prove Lemma 3.55, and explain the relevance of the defining relations for super A-
type Yangians to the present setup.

3.1 RTT extended orthosymplectic super-Yangian

Let P: V®V — V ® V be the permutation operator defined by

N+2m _
P=> (-Dej®ej. 3.0)

ij=1
whose action is explicitly given by:
P; ®uvi) = (=) v ®v; .
Evoking the definition (2.4), we also consider the operator Q: V@V — VYV

defined by
N+2m

0= -D"6be;@ery, 3.2)

i j=1

whose action is explicitly given by:

0 ifb #a
O, @ vp) = Zf\;ﬁzm@vi@vi/ ifb:a/,a>(%1+m.
DT g v @y ifb=d . a<[YT+m

We also introduce a constant « via:
N
k=5—m-—1. 3.3)

Consider the rational R-matrix (a super-version of the one considered in [30]):

0

u—K

P
Ru)=1——+ €EndV ®EndV. (3.4)
u
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According to [1]3, it satisfies the famous Yang—Baxter equation with a spectral param-
eter:
Riz(u)R13(u + v)Ro3(v) = Rp3(v)Ri3(u + v)Ri2(u) . (3.5)

Following [1, §III], we define the RTT extended Yangian of osp(V), denoted by
(r)yr=1
}

X™(0sp(V)), to be the associative C-superalgebra generated by {t 1<i,j<N+2m

with the Z;-grading |t( )| = i 4+ j and subject to the following deﬁmng relation
(commonly called the RTT relation, see (1.1)):

R —v)T1(w)T2(v) = 2(v)T1(w)R(u —v) , (3.6)

viewed as an equality in End V ® End V ® X" (0sp(V)). Here, T (u) is the series in
u~! with coefficients in the algebra End V ® X™ (0sp(V)), defined by:

N+2m I
T = Y (D" e;@n;)  with ;) =8+ Y u™. (3.7
ij=1 r>1

Therefore, 71 (u) = Y1 2" (=)' ¢;; ® 1 @ 1 (u) and

D) = YN 2N =D 1 @ ey @ 1i(v).

Remark 3.8 We identify the operator ZN +2m( 1)’ i ejj ® t;j(u) with the matrix

(;j (u))fv ;2;" Evoking the multiplication (2.7) for the graded tensor products, we see

that the extra sign (—1);'7+7 ensures that the product of matrices is calculated in the
usual way.

Henceforth, for A€EndV ® EndV we shall often use the notation
(vi ® vk|Alv; ® ve) to denote the coefficient of v; ® vr in A(v; ® vg). In partic-
ular, comparing the matrix coefficients (v; ® vi|---|v; ® vg) of both sides of the
defining relation (3.6), it is straightforward to see that the latter is equivalent to the
following system of relations:

(1 )7-7+7»?+7-Z

11700, e )] = SR (1 @010 0) = 1 0136 (0)) = (3.9)

x (B L (= DT P06, 1y 1o (0) = bejp TpAP (<D P60, 11 ()1 @)

foralll <i, j,k, £ < N +2m. Here, we only use (2.2), (2.7), and the property (2.5).

Remark 3.10 As follows from the direct verification using (3.9), the assignment
(cf. [21, (29)])

i) > (—D) T i) V1<i,j<N+2m (3.11)

3 While [1, Theorem 2.5] established (3.5) only for the standard parity sequence (2.20), the general case
follows immediately by using the S(L%J + m)-symmetry as in our proof of Lemma 3.12.
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gives rise to an anti-automorphism 7 of the superalgebra X™ (osp(V)), that is, we
have:

t(xy) = (=D)*Plz(y)z(x) for any homogeneous x, y € X™(osp(V)).

In the particular case of the standard parity sequence (2.20), corresponding to the
case vy, ..., vy € Vi, we recover the RTT extended Yangian X™ (osp(N|2m)). The
latter was introduced in [1] and revised more recently in [21]; in particular, the rela-
tion (3.9) recovers [1, (3.3)], cf. [21, (2.8)]. Meanwhile, for a general parity sequence
we actually get isomorphic superalgebras, due to the following simple result:

Lemma 3.12 The superalgebra X" (0sp(V)) depends only on dim(Vy), dim(V;), up
to an isomorphism. Thus, X" (0sp(V)) is isomorphic to the RTT extended Yangian
X" (osp(N|2m)).

Proof Let U be another superspace with a C-basis uy, ..., un42, such that each u;
is even or odd, |u;| = |u;|, and dim(Vy) = dim(Up), dim(Vj) = dim(Uj). Pick a
permutation o € S (L%J -+ m) such that v; € V and u,(;) € U have the same parity
foralll <i < L%J + m.* We then extend o to a permutation o € S(N + 2m) by

o@y=0c@) Yi<i<[¥l+m, o@®H+m="114m foroddN.
(3.13)
Then, the assignment

")y 40 Vi,jel, r>1 (3.14)

lLij” ™ la(i),o ()

is compatible with (3.9), thus giving rise to an isomorphism
X" (osp(V)) = X™(asp(U)). O

3.2 RTT orthosymplectic super Yangian

Consider the matrix supertransposition t defined by (A");; = (—1);'7+79i 0; (A)jrr.
In particular: o
T (w)ij = (=171 6,0; 10 (w) . (3.15)

As shown in [1]°, the product T (u — k)T" () is a scalar matrix:
Tw—)T () =cy@)-1d, (3.16)

where cy (u) = 1+ ), c,u™" with all ¢, belonging to the center ZX™ (0sp(V))
of X™(asp(V)) and, in fact, freely generating Z X™ (0sp(V)), which can be shown as
in [3] for non-super case.

4 We abstain from using r instead of L%j + m in this section, since we now have a similar looking index
r>1.

5 While [1, Theorem 3.1] established this only for the standard parity sequence (2.20), the general case
follows immediately by utilizing the S(L%j + m)-symmetry as in our proof of Lemma 3.12.
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For any formal power series f(u) € 1 + u 'Cl[u="7], the assignment

pp: Ty~ f)T () (3.17)

gives rise to a superalgebra automorphism w r of X " (osp(V)). Following [1, 21] for
the standard parity and [18] for non-super case, we define the RTT Yangian of osp(V),
denoted by Y™ (0sp(V)), as the following C-subalgebra of X™ (0sp(V)):

Y™ (osp(V)) = {y € X™(0sp(V)) | () = ¥ V£ € 14+ Cllu~ 11}
(3.18)
Similarly to [21, (2.7)] for the standard parity (2.20), cf. [3] for non-super case, we
have the tensor product decomposition

X™(0sp(V)) ~ ZX™(0sp(V)) @ Y (0sp(V)) . (3.19)
Thus, the RTT Yangian Y™ (0sp(V)) can be also realized as a quotient of X™ (0sp(V)):
Y™ (0sp(V)) 2 X™(0sp(V))/(cy ) —gw))  Vgu) € 1+u~'Cllu"]]. (3.20)

Remark 3.21 Thereis aunique series 3y (1) = 1+Zr21 3ru~" with3, € Clcy, cp, .. .]
satisfying
v —)zvu) =cy(u), (3.22)

cf. [3, Theorem 3.1]. According to (3.16), the automorphisms w ¢ of (3.17) map
cy(u)to f(u)f(u—«)cy(u), hence, w3y u)) = f(u)3v(u). Therefore, the series
{‘L’,‘j (u)},-,jeﬂ defined by

Sij+ Y fi(f)u” = 75 (u) == 3v ()~ '1;(w) (3.23)

r>1

are ju p-invariant, and so their coefficients {tl.(jr)}glEH belong to Y™ (osp(V)) of (3.18).

The corresponding matrix 7 (u) = (t; j(u))f\’/;rzm satisfies the RTT relation (3.6) and

T (u — k)" (u) = Id. This clarifies why (3.20) is usually stated for g(u) = 1, cf. [3,
Corollary 3.2] for non-super case.

Evoking Lemma 3.12, we thus immediately obtain:
Corollary 3.24 The superalgebra Y™ (0sp(V)) depends only on dim(Vy), dim(V7), up
to an isomorphism. In particular, Y™ (osp(V)) is isomorphic to Y™ (osp(N|2m)) of
[1,21].

Remark 3.25 For m = 0, the assignment 7 () — T (u) gives rise to isomorphisms
X" (0sp(N10)) => X™(soy) and  Y™(0sp(N|0)) => Y™ (s0y).
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For N = 0, the assignment 7 (1) — T (—u) gives rise to isomorphisms
X" (0sp(0)2m)) => X" (sp,,,) and Y™ (0sp(0]2m)) =~ Y™ (sp,,,) .

Thus, the orthosymplectic setup generalizes classical BC D-types all at once.

3.3 Relation to Lie superalgebras and PBW theorem
Fori, j €I, define fl(jl) = (—1)’T ti(jl). Their commutation relations

1 21 1 i+))(k+0) 21
10,707 = 58 = 84 (— ) HDED 7D

_8/{/( l)l ]+199 A(1)+3€]/( l)l k-‘rlke 9 l(l)

follow immediately by evaluating the u~'v~!-coefficients in the defining rela-
tion (3.9). On the other hand, comparing the (i, j) matrix coefficients of both sides
of (3.16), we also obtain:

= —CDIYGO R Vit j, i i = e,
where ¢; is the coefficient of u~! in ¢y (u) from (3.16). Thus, we get an algebra
homomorphism

1 U(osp(V)®C-c) — X™(osp(V)) givenby ¢+ c1, Fij > zfj” Clser

(3.26)

In fact, the homomorphism ¢ of (3.26) is a superalgebra embedding, due to the

Poincaré-Birkhoff-Witt (PBW) theorem for the RTT extended orthosymplectic Yan-
gians that we recall next.

To this end, let us endow the RTT extended Yangian X™ (osp(V)) with a filtration

defined via
degr)=r—1 Vi jel r>1. (3.27)

Let gr X™(0sp(V)) denote the associated graded algebra with respect to this filtration.
For any element x € X™(osp(V)), we use X to denote its image in gr X" (osp(V)).
In particular, ¢ N(.) and ¢, will be the images of tl.(jr) and ¢, (the coefficient of ¥~ in

cy (1) from (3. 16)) in the (r — 1)-th component of gr X" (asp(V)). Due to (3.9), we
have a superalgebra homomorphism

72 gr X™(osp(V)) —> U(osp(V)lz]) ® Clcy, ca, ... ]
v - o (3.28)
givenby 1;;" = (=1)' Fj;j2" " + 38i¢

with (¢,) = c,. The following result was stated first in [1] and proved recently
in [16]:
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Proposition 3.29 (a) The homomorphism © of (3.28) is actually an isomorphism,
that is
gr X" (osp(V)) = U(osp(V)lz]) ® Clcy, 2, ... 1. (3.30)

(b) Endowing the subalgebra Y™ (0sp(V)) of X" (0sp(V)) with the induced filtration,
we have

gr V™ (osp(V)) = Ulesp(VIzD) via 70 > (—1 Bz~ (331

Remark 3.32 Viewing  Y™(osp(V)) rather as the filtered quotient
X™(osp(V))/(c1, 2, ...), see Remark 3.21, we can recast (3.31) in the following
form (which does not involve t-generators):

ar Yrtt(osp(v)) N U(OS]J(V)[Z]) via ?t(jr) — (—1);Fier_1 . (333)

As a direct corollary, one obtains the PBW theorem for the RTT orthosymplectic
Yangians:

Corollary 3.34 The algebra X" (0sp(V)) (respectively, Y™ (0sp(V))) is generated by

the elements tl.(.r) and c, (respectively, elements tl.(.r) ) with the conditions i + j <

N +2m + |v;|, r > 1. Moreover, given any total order on the set of these generators,
the ordered monomials, with the powers of odd generators not exceeding 1, form a
basis of the algebra X™ (0sp(V)) (respectively, Y™ (0sp(V))).

3.4 Gauss decomposition and rank reduction

To derive the Drinfeld realization of X™ (0sp(V)) and subsequently of Y™ (0sp(V)),
we consider the Gauss decomposition of the generator matrix 7' (#) from (3.7):

Tu)=FQu) - Huw) - Ew). (3.35)

Here, H (1), F (), E (u) are the diagonal, lower-triangular, and upper-triangular matri-
ces

H () = diag(h1 @), ha0). ... hy @), hi @)

1 o ---0 1en(u) -+ eyp(u)
, (3.36)
Fo) = f21.(u) 1 | 0 B = 0 1 | 621.(11) ’
fir1@) fio@) --- 1 0 0 - 1

with h, (u), fji(u), e;j(u) € X osp(V)[[u™ ']l forl <t < N+2mand1 <i <

j < N +2m, cf. Remark 3.8. Define the elements {h""”, efjr.), fj(l.r)}gllyiyijHm’Kj
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of X™(0sp(V)) via

eij) = e)u fiiw =3 f7uT . ) =143 hu

r>1 r>1 r>1
In particular, we have hi(u) = t11(u), fii(u) = til(u)tll(u)_l, e1i(u) =
()" () fori > 1.
Remark 3.37 Completely analogously to [21, Lemma 4.1], one proves by induction
that

tieju) > (=D fi),  fiiw) = (D" ey, by () = hy(u)
(3.38)
forl <i < j<1,1<1 <1, where T is the anti-automorphism of X" (osp(V))
given by (3.11).

One of our main results is the Drinfeld realization of X™ (osp(V)), with the gen-
erators

(0. e 1Ot <is S 4msis B 4m+rz1) (339

and an explicit collection of the defining relations, where:

o =€l SO =50 for 1<i<|Fl4m
el(H)—m - r(H)»m Ln+m+1 ’( )n+m ( )n+m+l n+m—1 i =zn, ntm=
r r r r —_— I
en+m en+m,n+m+1 n+m = n+m+1,n+m if N=2n + lor N =2n s n+m= 1

We shall use the corresponding generating series e; (1), f; (u) defined via

ey =Y e u,  fiw=Y fu Vi<i<|[§)+m. (340)

r>1 r>1

The fact that the elements above generate X™ (0sp(V)) is straightforward, see explicit
formulas in Sects. 4.1-4.3. The aforementioned relations will be read off from the
super A-type of [24, 26] (recalled in Sect. 3.6) as well as rank < 2 cases, carried
out case by case in Sects. 5.1-5.2. Finally, the proof that these relations are indeed
defining will proceed in the standard way by passing through the associated graded
algebras, see the proof of Theorem 6.33.

Let us now introduce the key ingredient that will be used through the rest of this
paper:

rank reduction embeddings ¥y : X" (0sp(VE)) — X™(0sp(V)).

Forl <s < L L1 4+ m, let V5] denote the following subspace of the superspace V:
VIl = span {v; |s <i <s'}. (3.41)

@ Springer



43 Page 24 of 100 R. Frassek, A. Tsymbaliuk

Let X" (0sp(V51)) denote the corresponding RTT extended orthosymplectic Yangian,
defined via the RTT relation using the corresponding R-matrix RU!(u), cf. (3.4). To
define the latter, we use the operators PIs!, Qls1 € End VI*1 @ End V15! given by the
formulas alike (3.1, 3.2) but with the indices s < i, j < s in the summations, while
the associated constant «*1 is easily seen to be related to x of (3.3) via:

sl = g — Z(—nf. (3.42)
i=1

We also consider the following (N +2m — 2s) X (N +2m — 2s) submatrices of (3.36):

heert@) O -0
a9y =| O e B ; , (3.43)
0 0 e hpy@)
1 0 -0
FIsI () = fS+2,S.+1(u) 1 0 ’ (3.44)

Se+1y s+1@) fis1y,s42@) --- 1

Legyisto() - esq1, (s+1y W)

VG 0 1 e egqn (s+1y (1) , (3.45)
0 0 1
and define
T W) := F¥w) - H¥ ) - EW (). (3.46)

Accordingly, the entries of the matrix T51(4) will be denoted by tl.[;] (u) with s <
i,j<s'. '

Generalizing [18, Theorem 3.1, Proposition 4.1] for non-super case (RTT extended
orthogonal/symplectic Yangians) and [21, Theorem 3.1, Proposition 4.2] for N > 3
and the standard parity sequence (2.20), we have the following powerful rank reduc-
tion:

Theorem 3.47 The assignment Ty (1) — T‘[,X](u) gives rise to a superalgebra
embedding
Y.t X" (osp(VED) — X™ (0sp(V)) (3.48)

where we use indices V51 and V solely to distinguish the corresponding generator
T -matrices.
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Remark 3.49 (a) First, we note that all ¥y ¢ can be constructed as compositions of
various ¥y ;. This is based on the following natural compatibility between the
maps (3.48):

Yy o Yyis, = Yy s X (0sp(VET)) — X™(asp(V)) . (3.50)

(b) The proof of [21, Theorem 3.1] establishes Theorem 3.47 for odd v; (we note that
while the author considers the standard parity (2.20), the proof of [21, Theorem 3.1]
only uses |vi| = 1).

(c) As noted in [21], the proof for the RTT extended orthogonal/symplectic Yangians
from [18] cannot be fully extended to the present setup since the value R(1) is not
always well-defined.

Proof of Theorem 3.47 As follows from Remark 3.49(a), it suffices to show that Yy ;
is a superalgebra embedding. The key is to show that it is a superalgebra homo-
morphism (to verify its injectivity, it suffices to show that the associated graded
gry1: gr XM (osp(VIT)) —  ar X™(osp(V)) is injective, which follows from
Proposition 3.29(a) as in [18, Proof of Theorem 3.1]).

To prove that Ty (u) +— T‘[,”(u) gives rise to a superalgebra homomorphism
we consider two cases depending on the first element of the parity sequence Yy.
If vy is odd (i.e. Yy starts with 1), then the proof is already contained in [21], see
Remark 3.49(b). The case of even v is treated completely similarly, so we shall only
identify the key changes in the respective formulas of [21]:

o The R(u) of [21] is now given by R(u) = 1 — g + u—?ﬂ , where P = P and
0-=0l.
o The operators K + K* € EndV ® End V of [21] are now defined as follows:

2 2

KT = Zei ein ®ey, Kt = 291' eli ey,
i=2 i=2
> 2

K™ = Zei eir ey, K- = 291' eri ® eyjr.
i=2 =2

Then, the operators K = K+ + K, K = K+ + K~ still satisfy [21, (3.7)~(3.8)].
o The formula after (3.8) in [21] shall now read as

1 _
KTi(w)T(v) = —m OT (w)T(v)

N (u—v+D)(u—v—«)
I(u—v)(u—v—/(—l—l)

_ u—v—K
K™ T{ 0 Ty) +————— = K D) T1 ()R — ).

K+ 1

while its companion will be

. 1 _
LMWK = ——————DTW)T1(u)Q
u—v—x—+1
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u—v+1)w—v—«)
uw—v)Y(u—v—rx+1)

v—K
—Kk+

)T (W) K~ + - i; - R(u— )T, WK,
Plugging these formulas into [21, (3.8)] and rearranging terms, we get the same
formula as in the middle of p. 9 in [21], but with # — v — « + 1 used instead of
u—v—k—1. 5 5 o

o Using the equalities I1 LK* = K*, K¥*I1I, = K*, [ LP = P = P15, as
well as

K™ Ti(w)T2(0) 1 2 T2(0) "' Ty (w) ' 1 [ = 0,
LLT @) '"Ta) ' LT Ti(w)K~ =0,

we see that the expression of [21, (3.9)] still equals that of [21, (3.10)], but with
u—v—k-+linplaceofu —v —x — 1.

o The expression of [21, (3.10)] can be written in the same way using [21, (3.12)] and
its companion. Thus, the expression from [21, (3.9)] equals — Gl&“ﬂgiﬁ;gfﬁ?f{;“)
with W as in [21], so that the only difference is in using # — v — k + 1 instead of
u—v—k—1.

o Arguing as in [21], we get:

W = KT [r1(), by (IKY = K [h(u), by ()]K+ =0.

Here, the last equality follows from the identity 41/ (v) = cy (v + x)h1 (v + K) !
established in (4.5) and the commutativity [#1(u), h1(v)] = 0 which is a direct
consequence of the formula (3.9) applied to [#11 (1), #11(v)] (alternatively, it can be
derived from the super A-type reduction of Sect. 3.6). Therefore, the expression
of [21, (3.9)] vanishes.

This completes the proof for the case of even v;. O

Remark 3.51 We note that the main technical difference between the above formulas
and those of [21, Proof of Theorem 3.1] is that — L g replaced with

u—v—k—1
everywhere. One can unify these cases by using —L
u—v—xlll

. S
u—v—k+1

We shall often use the following consequence of Theorem 3.47, verified as its non-
super counterpart of [18, Corollary 3.10] (cf. [21, Corollary 3.3] for the standard parity
sequence (2.20)):

Corollary3.52 For any 1 < a,b < Land £ < i,j < ¥, we have the following
commutativity: '

[tap (), 1} ()] = 0. (3.53)
In particular, {hq(u), eqp(), foa@)|l < a,b < £} commute with {h, (v), e, (v),

fj,(v)|£ <1, <l}

As the embeddings vy ¢ of (3.48) commute with the automorphisms 1 ¢ of (3.17),
we obtain:

Corollary 3.54 The restrictionof Yry s to the subalgebra Y™ (0sp(V1)) of X (0sp(V151y)
defines a superalgebra embedding Yy s : Y™ (0sp(V 1)) < Y™ (0sp(V)).
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3.5 Useful lemma

The following result generalizes [18, Lemma 4.3] for non-super case (cf. [21,
Lemma 4.3], where a different proof is provided for N > 3 and the standard par-
ity sequence (2.20)):

Lemma3.55 For £ < i,j,k < £ with k # j', the following relations hold in
X" (osp(V)):

lee@). 1/ ()] = W) (ecs ) = ee; ) (3.56)

(_1)€~j+€~k+j'k

Ufeetw), )] = (fiew = fre@)dlw. @57

—v

To prevent the confusion with the generator 1 € Z,, we use |vy| instead of 1 in the
proof below.

Proof 1t suffices to verify both relations for £ = 1, as the general case then follows
immediately from Theorem 3.47. Let us verify (3.56) for £ = 1 (the relation (3.57)
follows by applying the anti-automorphism t of X" (0sp(V)) given by (3.11) to (3.56)
and using the formulas (3.38)).

First, we note that

1) = 1) — fa@h e ) = 1) — ) '0;©) . (3.58)

Thus, the defining relation 114 (), t;; (v)] = (—1)“’;‘$ (tik )11 j (V) =tk (V)1 ()

of (3.9), which uses i # 1’ and k # j', can be written in the following form:

[tk (), 151 )] + [e@), fir () @)erj (v)]
(= DlvilE+R+ik

= ————— (1) — i o, w) (3.59)
(_1)|v1|(f+E)+?-E
(i h1 e @ ) = fir @ e @)n;w).

Let us evaluate the second summand in the left-hand side of (3.59):

(11 (@), fir()hi(v)erj(v)]
= [t ), 111 (0)]erj () 4 (= DPHFDWED L @)1y @), 11 0) ()]
= [t ), 11 (0)]erj (v) — (= DD VIO
x (i1 @)k, m@)ler; @) = fn @Ik, n;w)1)
(_1)|v1|(?+E)+?'»E

(1 @01 W)er; ) = tx @1 (e ) )

u—v
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(_1)|U1 [ +h)+i-k

(ﬁl(v)tlk(u)m(v)elj(v) - fil(U)tlk(v)m(u)elj(v))

" —
—1 |1 |G+k)+i-k
+%(ﬁl(v)tlk(’4)ﬁj(v) - ﬁl(v)tlk(v)tlj(u))
_ Nyl G4+k)+ik
= eh X (lik(u)hl(v)elj(v) — tik(W)hy(w)ey j(v)

u—v
+ fit()h1()erx (V) (u)(er;(v) — €1j(u))), (3.60)
where we used [tlk(u),t“(v)_l] = —tu(v)_l[tlk(l,t),t“(v)]tu(v)_1 in the sec-

ond equality and applied (3.9) three times in the third equality. Combining (3.59)
and (3.60), we thus obtain:

_lel+o+ik
[t1k (), z.[.l](v)] — L
ij 0
x(tik(v)hl(u)eu(v) — filh e )hy ey j (v) — [i[ll](v)tlj(u))

_lutlG+o+ik
- ()—ti[ll](v)hl(u)(elj(v) - elj(u)). (3.61)

u—

As t1x(u) = hi(u)ex(u) and h{(u) commutes with both tl.[;](v), tl.[ll](v) by Corol-
lary 3.52, we get:

(_1)\1)] [(i+k)+i-k "

few), 1}/ )] = @) (1) = e1;w)
which is precisely (3.56) for £ = 1. O

3.6 RTT Yangian in super A-type: revision

Fix n, m > 0 and consider a superspace V = Vi @ Vi with a C-basis vy, ..., Vyq4m
such that each v; is either even or odd and dim(Vy) = n, dim(Vy) = m. We define the
corresponding parity sequence Yy := (|Vi], ..., [Vagm|) € {0, 1}’i+m.LetP: VRV —

V ® V be the permutation operator defined via P = Z?JJF’:"I (—=1)/ eij ® eji, cf. (3.1).
Consider the rational R-matrix:

P
R(u)=1— — € EndV®EndV, (3.62)
u

which satisfies the Yang—Baxter equation with a spectral parameter, cf. (3.5):
Ri2(u)R13(u + v)R23(v) = Rz (v)R13(u + v)Ria(u) . (3.63)

The RTT Yangian of gl(V), denoted by Y™ (gl(V)), is defined as the associative C-
superalgebra generated by {tl(;)}er with the Z;-grading |t§;)| =i+ jand

1<i,j<n+m
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subject to the following defining RTT relation, cf. (1.1, 3.6):
Ru —v)Ti()T2(v) = To()T1 @R — v) , (3.64)

viewed as an equality in End V ® End V ® Y™ (gl(V)). Here, T(x) is the series in u ™!
with coefficients in the algebra End V ® Y™ (gl(V)), defined by:

n+m o
T =Y (=D e @) with  tij(u) =8+ Yt u™". (3.65)
i,j=1 r>1
The relation (3.64) is equivalent to the following system of relations:

[tij (u), tee(v)] = trj ()tig (v) — tkj(v)tw(u)) (3.66)
forall 1 <i, j,k,£ <n+m,cf. (3.9).
For any formal power series f(u) € 1 + u'C[[u17], the assignment

wr: T = f)T(u) (3.67)

gives rise to a superalgebra automorphism wy of Y " (gl(V)), cf. (3.17). The RTT
Yangian of sl(V), denoted by Y™ (s[(V)), is defined as the following subalgebra of
Y™ (gl(V)):

Y™(sl(V)) = {y e Y™ (@l(\V) s =y Vi e 1+u—1<cnu—11]}. (3.68)

Remark 3.69 In contrast to (3.19), we note that we have the tensor product decompo-
sition Y™ (gl(V)) ~ ZY™(gl(V)) ® Y™(5[(V)) only for n # m, while forn = m

the center ZY™(gl(V)) of Y™(gl(V)) actually belongs to Y™(sl(V)), see
[26, Theorem 2.48] (generalizing [15]).

For the parity sequence YTy = ((_), ...,0,1,..., I), reverse to (2.20), that is:
Vil=...= vy =0 and |Vogil=...= Vagm| =1,

we recover the RTT Yangians Y™ (gl(n|m)), Y™ (sl(n|m)). By [26, Lemmas 2.24,
Corollary 2.38], we have Y™ (gl(V)) ~ Y™ (gl(n|m)) and Y™ (s[(V)) ~ Y™ (sl(n|m)),
cf. Lemma 3.12, Corollary 3.24.

In what follows, we shall use the Drinfeld realization of Y™ (gl(V)) established
in [26] (cf. [24]), generalizing [15]. To this end, we consider the Gauss decomposition
of the matrix T(u) from (3.65):

T(u) = F(u) - H(u) - E(u) ,

where H(u), F(u), E(u) are the diagonal, lower-triangular, and upper-triangular matri-
ces with matrix coefficients h, (u), f;; (1), ;; (1), as in (3.36). The coefficients of the
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series e; (u) = e; ;41 (), fi(w) =fip1,; ), h, () withl <i <n+m,1 <1 <n+m
generate Y™ (gl(V)). Furthermore, one can specify all the defining relations (thus
recovering the Drinfeld realization of Y™ (g[(V))):

Theorem 3.70 [26, Theorem 2.32] The algebra Y™ (gl(V)) is isomorphic to the C-
superalgebra Y (gl(V)) generated by {el@, f[.(r), h,(r) [1<i<n+ml<1<n+
m,r > 1} with the Zy-grading |e§r)| = |fl.(r)| =i+i+1 |h,(r)| = 0, and subject to
the following defining relations:

[h, (), h,(»)] =0, (3.71)
_ h, () — e
thy (). & ()] = (=1 (81,41~ 8,)) (“)(e’u e ). G.72)
[h, (@), ;)] = (=18 — &, j+1) (f;w _ufi(z))hl(u) , (3.73)
_ (N —1h. —h.(m—lh.
le; (). fl(v)] _ (—1)i+18ij h; (u) h,_t,_l(l/tli — ::(U) hH—l(U) 7 (3.74)
[ei (), & ()] =0 ifi#i+1
- - : 3.75
{[ei(u),ei(v)]=(—l)’w if7i=i+1 G-72)
[fi (), fi(v)] =0 ifi#i+1
{[fi(u), fi()] = —(= 1) GO 47— 7T (370

ulei(u), ej(v)] — vlei(w), e5(v)] = (—1)78; i 11ei/(w)ej(v) fori <j, (3.77)

ulf? @), fj ()] = vlfi W), f7 (V)] = —(—1)78j,i+1fj(v)fi(u) fori <j, (3.78)
degree 2 Serre relations

[ei),ej(W] =0, [fiw).fj]=0 if i#j, j+l (3.79)

as well as degree 3 Serre relations

{[ei (u1), [€; (u2), eix1(V)]] + [ (u2), [e; (u1), €ix1(1)]] =0 T

fi=i+1
[fi (), [fi (u2), fir1 W]] + [fi (u2), [fi (1), fix1 ()] =0 ' l
(3.80)
and degree 4 Serre relations

[[fi—1 @), fi D], [fi (), fip1 w)]] + [[fim1 @), f; ()], [f (v1), fig 1 (w)]] = 0 (3.81)

[lei—1 (), & ()], [e (v2), €1 (w)]] + [[ei—1(w), € (v2)], [€i (v1), €ip1 (w)]] =0
if i#i+1
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where
e (u) = Zelf’)u—’ . fi(u) = Zf}’)u—’ . h@) =1+ hu,
r>1 r>1 r>1
e’(u) = Zel@u—r, f7(u) = Zfi(r)u_r .
r>2 r>2

Let us record an important consequence of the relations (3.72, 3.73) that we shall
often use:

Corollary 3.82 The following relations hold in Y™ (gl(V)):

hi e (u) = e (u — (=1 )hy; ) , (3.83)
hist (e () = e (e + (=1 higr ) (3.84)
i (hi () = hi @f (u — (=1)7) (3.85)
fi 1) = hi1 @fi (u + (1)) (3.86)

foranyl <i <n+4+m— 1.

Proof Let us rewrite 1 = j = i case of (3.72) in the following form:
(4= v = D) e @) + (=D hiwei () = @ — ve;hiw).  (3.87)

Pluggingv = u — (— 1)’T above, we obtain (3.83). The other three relations are proved
similarly. O

Let us finally explain the relevance of the above super A-type to the present
orthosymplectic setup. To this end, we fix V with N = 2n or N = 2n + 1 and set
V = span {vi}:’;rlm. In particular, V and V have the same parity sequences: Yy = Yy.
Then, the defining relations (3.9) for 1 < i, j, k,£ < n 4+ m coincide with (3.66).

Therefore, we have a superalgebra homomorphism

Y™(gl(V)) — X™(osp(V)) givenby ;) > 1i;() V1<i,j<n+m,
(3.88)
which is injective due to the PBW theorems for Y™ (gl(V)) and X™(osp(V)), see
Corollary 3.34. Combining this with Theorem 3.70, we obtain:

Corollary 3.89 For N = 2n or N = 2n + 1, the currents {e; (u), f;(u), h, (u)}EZiﬁ
of (3.36, 3.40) satisfy the relations from Theorem 3.70.

Likewise, the submatrix 7" (u) = (t;j ()); jer of T (u) withI'={1,2..., n+m—1,
n-+m+ 1} also defines an embedding Y™ (gl(V)) < X™(osp(V)) viaT(u) > T’ (u).
Moreover, if N = 2n and |v,4,| = 0, then we have the following important equalities
(which follow from (5.2)):

€n+m,n+m+1 ) =0= fn+m+l,n+m (u) . (3.90)
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Thus, in this case the Gauss decomposition of the submatrix 7’(u) is formed by the
corresponding submatrices of F'(u), H(u), E(u) from (3.35). Combining this with
Theorem 3.70, we obtain:

1<n+m

i<n+m sat-

Corollary 3.91 The currents {€it6i mimat W5 fitsi pimr W) Pus, iy (W)}
isfy the relations from Theorem 3.70, if N = 2n and |v,4m| = 0.

Due to the two corollaries above, it thus remains to determine the quadratic relations
between the currents {e; (1), f;(u), h, (1)} where at least one of the indicesisi = n+m
ort = n 4+ m + 1, as well as Serre relations. The latter is partially accomplished in
Sect. 4.4 (the full treatment being provided in Sect.6, see Remark 6.56), while the
former is essentially reduced to the rank < 2 cases due to Corollary 3.52 which are
treated case by case in Sects. 5.1-5.2. But first of all, we shall provide explicit formulas
for all entries of E (u), F (1), H («) and a factorized formula for the central series cy (u)
in Sects. 4.1-4.3.

4 Explicit Gauss decomposition and higher order relations

In this section, we recover explicit formulas for all entries of the matrices
E(u), F(u), H(u) in the Gauss decomposition (3.35) as well as a factorized formula
for the central series cy (1) of (3.16). We also establish the higher order relations
generalizing those from Sect. 2.4.

4.1 Upper triangular matrix explicitly

In this subsection, we derive explicit formulas for all entries of the matrix E'(u)
from (3.35, 3.36) in terms of the generators el.(r). ‘We consider three cases (N = 2n and
[Vpam| =0, N = 2n and |v,4m| = 1, N = 2n + 1), for which the formulas resemble
those of [13] for the D-type, C-type, and B-type, respectively.

e N =2nand v, =0.
This case generalizes (from m = 0 case) the D,-type formulas of [13, Lem-
mas 2.79, 2.80]:

Lemma 4.1 The following relations hold in X™ (0sp(V)):
(a) en+m,n+m+1(”) =0.

(D) ej jy1(u) = (—1)7[eij(u),e§]7;-+1]fori <j<i'—landj#n+m.

(€) e mime1() = (=" Ve; i (), e) 1forl <i<n4+m—2.
(d) eqirry.ir@) = —(= D) gy 40 = Y (—=DF) for 1l <i <n+m—1.
(e) eiyry,jrw) = —(=1)/ Jtl le+1y,¢j+1y (W), 6;- )]for l<j<i<n+m-—1

() eir@w) = —(=D)FH T gye i) — (=D ey gyy @), e for
l<i<n+m-1
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(8) eivrir@) = (=D e w)ei g iy ) — (=D e gy ) —

(=DF 1 e g1y ), e,gl)]forl <i<n+4+m-2.

(h) eij () = —(=1)J T+ [e; pay ). eV N for 1 < j <i—2<n+m—2.
(i) en+m,n+m+2(“) = —€n+m (u).

Proof (a) follows from its validity for the n = 1, m = 0 case as established in (5.2)
and Theorem 3.47.

(b) is similar to [13, Lemma 2.79(d,e)], cf. [18, Lemma 5.15]. Due to Theorem 3.47,
it suffices to establish it fori = 1 and 1 < j < 2/, j # n + m. To this end, evaluating
the v~ !-coefficients in the defining relation

(1)
(1@ 1,51 0)] = (111,131 0) = 1,11 @) . (@2)

we obtain [11;(u), £{) 1= (=1)7 11 j41 (). As 11 () = hy(w)erj @), 11 j41(u) =
hy(W)er j41(u), 1y (u) commutes with ', | by Corollary 3.52,and h; (u) is invertible,
we get the desired relation: ‘

erj+1() = (=1 [er;(w), e%H].

1 1 . 1 e |
We note that eﬁ-’;H = eg ) for j < n + m, and e;’}ﬂ = —(=1)JHiitl eEjEH), for
j > n+mby (d).
(c) is completely analogous to part (b), but we replace (4.2) rather with
[tl,n+m—l(u)a [n+m—l,n+m+l(v)] = 4.3)

(_1)m

h—0 (tn+m—1,n+m—1(u)tl,n+n1+l(v) - tn+m—1,n+m—l(v)tl,n+m+l (u)) .

(d) is similar to [18, (5.18)]. Due to the equality k=11 — (—=1)] =k = Y4 _, (1),
cf. (3.42), and Theorem 3.47, it suffices to establish this relation for i = 1. To this
end, we rewrite the relation (3.16) in the form:

T'u+k)=Tw ‘eyu+k). (4.4)

Here, we note that T(u)~! = E)"'H@w) 'Fw)™!. In particular, comparing the
(1, 1) matrix coefficients of both sides of (4.4), we find:

hiu+K)=hyw) Leyu+k). 4.5)
Likewise, comparing the (2/, 1’) matrix coefficients of both sides of (4.4), we get:
(—D)*126,60y 112 + 1) = —ex1 Wy () Loy (u + ) . (4.6)
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Evoking (4.5) and the equality (—1)!7120,,6, = (—1)2*12, we can rewrite (4.6) as
follows: o
(=D by + K)ern(u + k) = —exr (whi (u + ). (€)

Applying hy(u+«)e;(u+«) = ey (u+xk —(— I)T)h 1(u+x), which follows from (3.83)
and Corollary 3.89, to the left-hand side of (4.7) and multiplying both sides by
hi(u + «)~! on the right, we obtain the desired relation:

() = (=112 ey (u+ 1 — (=D

(e) follows from yet another super A-type reduction, similar to that of [18, Propo-
sition 5.6]. Namely, multiplying the bottom-right (n + m) x (n 4+ m) submatrices of
F(u), H(u), E(u) provides an (n + m) x (n + m) matrix satisfying the RTT rela-
tion (3.64) of A-type (with the parity sequence (n +m,n+m — 1,...,1) which
is reverse to Yy ). Therefore, part (¢) now follows from part (b) and the equality

M — JHI+j g+l (1)
ey = — (=17t due to part (d).

(f) is similar to [13, Lemma 2.80(a)]. Due to Theorem 3.47, it suffices to establish
this relation for i = 1. Applying the reasoning of part (b) to j = 2/, we obtain
(112 ), €)1 = (—1)2111/ (u). According to part (d), we have el)), = —(— 1)1 22 ¢{}).
Thus, the above equality reads:

[ ety ), e = (=12 hy(wery (). 4.8)

But evaluating the v~ !-coefficients in the equality [A1(u), e1(v)] = —(—1)Th1(u)
W, which follows from (3.72) and Corollary 3.89, we obtain [A (), egl)] =

(—I)Thl (u)eq(u). Plugging this into (4.8), and multiplying both sides by % ()~ on
the left, we get the desired relation:

1) = —(=1)> 2 e ey ) — (1) 2 [ery (u), elV]. 4.9)

(g) is similar to [13, Lemma 2.80(b)]. Due to Theorem 3.47, it suffices to establish
this relation for i = 1. To this end, let us compare the v~ L-coefficients in the defining
relation

2

(2 @n1 @) = by W)

R DT, 1y 0ty 1 (v)

u—v—«K

-1
[t2 (1), ty17 (V)] = i _)

of (3.9), which together with the equality t2(,1 1), = eé}i, =—(— 1)§+T'2 ) due to part (d)
implies:

[t (u), €] = —(=D)"2 1oy () — (=1)% 112 (u) . (4.10)
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Note that

oy (u) = ha(u)exy (u) + fo1(w)hy(u)ery (u). 4.11)
Comparing the v~!-coefficients of both sides of the equality [h2(u),e;(v)] =
(—1)2ha () 19=41 W) from (3.72) and Corollary 3.89, we find [h2(u), "]
—(—=1)%ha(u)e; (u), so that

[h2(wex (), €] = haw) (=(=1Ze1 e () + [exy @), 1) . @12)
Comparing the v~ l-coefficients of both sides of [tzl(u),tlz(v)] =

(=, we get [ f1(whi @), 6] = —(=D' (111 w) — W),
so that:

L1 @) ez @), e = =(= D (1) = 12) ) ep ) + 121 @)er @), e
(4.13)
Combining (4.9)—(4.13), we immediately obtain the desired equality:
exr () = (=1 ey ery () — (=D ey ) — (=)' ez (u). e} 1.
(4.14)
(h) is similar to [13, Lemma 2.80(c)]. Due to Theorem 3.47, it suffices to establish
it for j = 1. We shall proceed by induction on i. Comparing the v~ L-coefficients in
the defining relation

2

(-1)
[t o). 710 0)] = == (122 Wt @) = 22 @) @15)

and evoking the aforementioned equality tz(,ll), = eé}i/ = —(—I)ZJ“T'§ eil), we obtain:
[t ), "] = — (=D 11 (u) . (4.16)

Note that the series featuring in (4.16) are explicitly given by:

i1

tiv(u) = hi(we;1 (u) + Z Jij@)h ey (),
i=1
i1

tipr(u) = hi(u)ejr (u) + Z Jij)h e (u) .

j=1

4.17)

=D

u—

Comparing the v~ L-coefficients of both sides of [;1 (), 112 (v)] =
11 w)), we obtain [41(), ef’] = (=Dlp@) = (=1)
(=D fit)h1(w)er (), so that:

(111 Wiz (v) -
Jizha(u) +

—|

[fi1 ()b (w)ery (u), etP] = (4.18)
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fir@hi @ (le @), ef 1+ (=DZer@er () + (=1 fia@hawer ().

For j = 2, we have [fia(u), e\"’] = 0 (which follows from [ f;(u), e\"] = 0 for

2 <i < n+m,see Sect. 3.6) as well as [hy(u), eil)] = —(—1)§h2(u)el(u),see the
proof of (4.12), so that:

iz @ha(ery ), 1 = fizha ) ([exy @), €] = (~12er e @)
(4.19)
For 2 < j <i — 1, we similarly have [ f;;(u), eil)] =0=[h;u), egl)] by Corol-
lary 3.52, so that:

Lfij @hj e o ). ef V1= whj@)lejy ). e 1=—(=1)"2f; w)h jwe (),
(4.20)
with the last equality due to the induction assumption.
Combining [h; (u)e;y (1), eil)] = h;(u)le;jy (u), egl)] with the formulas (4.9, 4.14,
4.16-4.20), we immediately obtain the desired equality:

eiv@) = —(—D" ey, e’]  for 3<i<n+m. @21

(1) is similar to part (d). Due to Theorem 3.47, it suffices to establish this relation
for n + m = 2. Comparing the (3’, 1’) matrix coefficients of both sides of (4.4), we
obtain: o

(—=D)'*120103 113w + ) = (TW) 24 - ey + 1) . (4.22)

Note that (T () Dos = (E@) Doahy )™t = —epa@)hy(u)~!, where we use
e23(u) = 0 due to part (a). Evoking (4.5), we can thus bring (4.22) to the following
form:

hi(u +Kk)e13(u + k) = —eaq(Whi(u +«) . (4.23)

Multiplying both sides of the defining relation [11(x), t13(v)] = <;_13j (111 Wt13(v) —
t11(v)t13(u)) by (v — v)h1(v)~! on the left and plugging v = u — (—l)T, one gets
(cf. (3.83)):

hi(wei3(u) = er3u — (=) k(). (4.24)

Thus, the relation (4.23) implies ej3(u + « — (—I)T)h1 (u+x)=—exq(u)h1(u+«).
It remains to note that k — (—I)T = 0 as 2 = 0. Therefore, we obtain the desired
equality:

ex(u) = —ej3(u). (4.25)

This completes our proof of Lemma 4.1. O
e N =2nand || = 1.

This case generalizes (from n = 0 case) the C,,-type formulas of [13, Lem-
mas 3.11, 3.12]:
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Lemma 4.26 The following relations hold in X" (0sp(V)):
(a) e jy1(u) = (—1)7[e,~j(u), eﬁ.{}H]fori <j<i'—landj#n+m.
(b) €inm1 () = —einim(), ey, ) for 1 <i <n+m—1.

(c) eyry.ir(u) = (1), (u+x— Zf{:l(—l)z)for l<i<n+4+m-—1

T 1 .
(d) ey, /) = —(=D7 T ey 41y @), e; Nfori<j<i<nt+m-—1

S - 1
(e) eiw) = —(=DFHH giye; qyry@) — (=D e iy @), etV
forl <i<n+4+m-—1.

() eirrir@) = (D e @er gy @) — (D e gy (u) —
(=DF N e g1y ), eﬁl)]forl <i<n+m-—1

(8) eij () = —(=1)J T+ [e; iy @), e for 1 < j <i—2<n+m—2.

Proof The proof is completely analogous to that of Lemma 4.1. O
o N =2n+1.
This case generalizes (from m = 0 case) the B,-type formulas of [13, Lem-

mas 4.10, 4.11]:
Lemma 4.27 The following relations hold in X" (0sp(V)):

() ei jy1 () = (=1)7 [eij(u), e 1 fori < j <i' = 1.

(b) e(igry,ir(u) = —(=D) T+ g (4 i — Z};zl(—l)z)for l<i<n+m
(c)eiqry,j(u) = —(=1)J 1 leG+1y,(j+1y (1), eﬁ.l)]forl <j<i<n+m-1

(d) eip) = —(=D)FHH g ye; gyry @) — (=D e 1y ), eV for
1<i<n+m.

= (-1 )er?m

(e) eiy,ir(u) eiweit i1y ) — (=D e Gy () —

(=D ey pry ), e Dl for L <i <n4m—1.

(f) eijr(u) = —(—1)J L lei, j+1y (), eﬁ-l)]forl <j<i-2<n+m-1

Proof The proof is completely analogous to that of Lemma 4.1. O

4.2 Lower triangular matrix explicitly

Similarly to the subsection above, we derive explicit formulas for all entries of
the matrix F'(u) in terms of the generators fl.(r), treating three cases that resemble
BC D-type formulas of [13]. The following lemmas can be deduced by applying
the anti-automorphism 7 of X™(0sp(V)) given by (3.11) to the relations in Lem-
mas 4.1, 4.26, 4.27, respectively, and using the formulas (3.38).

e N =2nand |v 4| = 0.
This case generalizes (from m = 0 case) the D,-type formulas of [13, Lem-
mas 2.96, 2.97]:
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Lemma 4.28 The following relations hold in X" (0sp(V)):

(a) fnem+1,n4m@) =0.

(b) fis1i@) = (=D Lf) ;. fri@)l fori < j <i'—Land j #n+m.

() futmiri() = (=D =L o i) for 1 <0 <n+m—2.

(d) oy @) = =D filu i = Y (=DF) for L < i <n+m— 1.

() firsry@) = —(=DIFTFHIFTLED f 0y ay@] for 1 < j < i <
n+m—1.

() fri @) = —(= DI fo i) fi(w) — (=D)L O o] for
l<i<n+m-1

(¢) firip1 () = (=D FFT g @) fiu) — (=T foyy i) —

T, T 1 T..i 1 .
(—DyiFitIHi [f,~( ), Savyiri@)] forl <i <n+m—2.

(h) fyi(u) = —(= D) HHRTTHL D f i@l for 1 < j <i—2 <ntm—2.
(i) Fatmsonpm@) = —(=D"=L £ ).

e N =2nand v, | = 1.
This case generalizes (from n = 0 case) the C,,-type formulas of [13, Lem-
mas 3.11, 3.12]:

Lemma 4.29 The following relations hold in X" (0sp(V)):

(@) firi) = (=DILf) 5 fii@l fori < j <i'—1and j #n+m.

(0) fotm1.i@) = =S[00 fasmiG1for 1 <i <n+m—1.

(c) firirym) = —(—1)’T+?'mﬁ(u 4K — ZZZI(—I)?)for l<i<n+m-—1.

THjti+j g+l . .
(d) firry@) = —(=)IHFHTED gy ay@] for 1< j < i <
n+m-—1.

(€) firi(u) = —(= 1)L o) fi(u) — (= DIFHFHEFT e D e )] for

l<i<n+m-1

() firigr @) = (=D oy @) fi(u) — (=D o) —

(=) D@ for 1 <i <n+m— 1.
(8) fyi(u) = —(=1)IHFHIIF D fo i@l forl < j <i—2<n+m—2
o N =2n+1.

This case generalizes (from m = 0 case) the B,-type formulas of [13, Lem-
mas 4.10, 4.11]:

@ Springer



Orthosymplectic Yangians Page390f100 43

Lemma 4.30 The following relations hold in X" (0sp(V)):

(@) fini) = (=DILf)) 5 i@l fori < j <i' = 1.

(b) fir gty @) = —(=D)I T gy e = S0 (=DF) for L <i <n+m.

(¢) fira+1y) = —(—1)7+m+7'jﬁ[fj(l)’f(j+l)’,(i+1)’(“)] forl < j <i <
n+m-—1.
(d) fri(u) = —(= V) fo @) fi ) — (= DT D5 e )] for

1<i<n+m.

() firiz1(w) = (=DFFHT fo )iy fi(w) = (D7 f gy i) —

(— 1)l+l+1+l 41 f( ) f(z+l)/ l+](u)]f0r Il<i<n+m-1

(f) fii) = —(=D)IHFHIF D foy @l forl < j<i—2<n4m—1.

4.3 Diagonal matrix and central current explicitly

In this subsection, we derive explicit formulas for all entries of the matrix H (x) in
terms of the generators h,(r) and the factorized formula for the central current cy (1)
of (3.16). We consider the same three cases for which the formulas resemble the
BC D-type formulas of [13, 18] and generalize [21, Proposition 5.1, Theorem 5.3] for
N > 3 and the standard parity sequence (2.20), though our approach is different from
that used in [21, §5].

e N =2nand |v,4n| =0.

The following generalizes (from m = 0 case) the D,-type formula of [18, Theo-
rem 5.8]:

Lemma 4.31 The central series cy (u) from (3.16) can be factorized as follows:

ntmel 3)
v = [ =X

hpgmu—n+m~+Dhymii(u—n+m+1).
i=1 hi(u — Zk=1(_1)k

(4.32)

Proof Comparing the (2’, 2") matrix coefficients of both sides of (4.4), we get:
2+ 1) = (hy )™ + exp@hy @™ fia@)evu+x).  (433)

Evoking hy(u+«x) = hy ()~ 'ey (u+k) of (4.5) and the fact that cy (u +«) is central,
the relation (4.33) can be written as:

hy ) ey (U4 k) = ha(u + &) + for(u + )y + k)ern (u + «)
—ey(Why(u+ k) frro ). (4.34)
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Applying Lemmas 4.1(d) and 4.28(d) to the last summand, we obtain:
hy ) ey u+ k) = ho(u + k) + for (u + k)1 (u + K)ern(u + k) —
(=D era(u+k = (=D + 1) for (u + 1 — (=D . (4.35)
According to Corollaries 3.82, 3.89, we have hi(u + «)ejp(u +«) = epp(u + k —

(=D (u + 1) and hy(u + €) fo1(u + k — (=DY) = for1(u + €)h1 (u + «). Plug
these formulas into (4.35) to get:

hay )™ ey (i) = ha @)+ fa1 (i), en(+x— (=)D ki k) . (436)

But [ /21 (v), e1n(w)] = —% (% — Z?Ez;), due to (3.74) and Corollary 3.89, so
that:

] h — (=D &
[0 ezt = (D] = P B @)
P

Plugging (4.37) into the right-hand side of (4.36), we thus get:

h —
hzz(u)flcv(u—l—/() = 1+ ) = h2(u+/<—(—1)1), (4.38)
hi(u+k— (=D
which can be rewritten in the form
h —
cy(u+K) = wte chy (Why(u + & — (=D . (4.39)

hi(u+x —(=DhH
Combining Theorem 3.47 with (4.5) and x — (—1)! = «!11 of (3.42), we note that
ho Wha @+ k = (=D = Yy 1 (eym @+ ).
Therefore, the equality (4.39) can be expressed as follows:

Ay = OO M — (=nhy, (4.40)
v hw— (D)

where we introduce cg‘](u) forO <k <n+mvia

B =Yy leym@) . (4.41)
Applying the formula (4.40) iteratively and using (3.50), we obtain:
n+m—1

hin = S2 (=05 ey ( ! k>
cy(u) = - — . C u — D). @42
Y 1} B — Y (—1F ;
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According to (4.5) and the equality "t~ = 0, we have ¢/"" ) =
Rpgm W) hym+1 (n). Plugging this equality into (4.42) recovers precisely the desired
formula (4.32). O

The following result generalizes (from m = 0 case) the D,,-type formula of [13,
Lemma 2.77]:

Lemma4.43 Forl <i < n+ m, we have

1
hir(u) = - -
hi(u+«k — Zkzl(_l) )
n+m—1 j—1 T
hi(u+k — _ (=D
< [ e B Whng1 (1) (444)
jigt M+ =35 (=D
Proof For i = 1, this formula follows immediately from the equality Ay (u) =

hi(u+k)" ey (u+k) of (4.5) combined with the explicit formula (4.32) for cy (u) as
k —n+m+1=0.Thecase 1 <i < n+ m follows now by applying Theorem 3.47
and evoking the formula (3.42). m]

e N =2nand |v,4pm| = 1.
This case generalizes (from n = 0 case) the Cp-type formula of
[18, Theorem 5.8]:

Lemma 4.45 The central series cy (u) from (3.16) can be factorized as follows:

cy(u) = hpym—n+m—Dhpimpi(u—n+m+1).

"*ﬁlhi(u Yitl(=nk
i=1 hi(”_zk=1(_l)k)

(4.46)
Proof The proof is precisely the same as that of Lemma 4.31 except that now
kltm=11 — _2 and so one rather plugs c["+m Yw) = hygm @hppmer 0 + 2)
into the formula (4.42). ]

Analogously to Lemma 4.43, we also obtain the following generalization (from
n = 0 case) of [13, Lemma 3.11(a)]:

Lemma4.47 For1 <i < n + m, we have

hir(u) = 1 i 3
hi(u+«x — Zkzl(_l)k)
n+m—1 X _ Jj—1 _ k
l—[ hj(u+ K ];=]( 1); g (U — 2y 1 () . (4.48)
jmigr Bt =35 (=1
o N =2n+1.

This case generalizes (from m = 0 case) the B,-type formulas of [18, Theorem
5.8]:
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Lemma 4.49 The central series cy (u) from (3.16) can be factorized as follows:

izt hilu =3 (=DF)

Pngmst (@ —=n+m+5) hygmyr @ —n+m) .
(4.50)

Proof The proof is precisely the same as that of Lemma 4.31. Specifically, the for-
mula (4.42) is now replaced by

n+m h(u _ i—1 (—I)E) n+m B
cy(u) = ’ k=l - Y (=nk) (4.51)
Y Ehi<u—zz:1<—1>k) Y ,;

But Ty ) is a 1 x 1 matrix (i1 (@), so that ¢ w) = hypmir ()
hyymy1(@+ %). Plugging this equality into (4.51) recovers the desired formula (4.50).
O

Analogously to Lemma 4.43, we also obtain the following generalization (from
m = 0 case) of [13, Lemma 4.10(a)]:

Lemma4.52 Forl <i <n+ m, we have

1
hiu 41 = Yoy (D)
N OICET e v

it hj =Y (= DF)

hir(u) =

g1 Why i (= 3). (4.53)

4.4 Higher order relations for orthosymplectic super Yangians

The aim of this subsection is to detect degree 3, 4, 6, and 7 relations in X™ (osp(V))
that quantize the loop version of the corresponding Serre relations from Sect. 2.4. Due
to Theorem 3.47, it suffices to establish these relations at the smallest possible ranks 3,
3, 3, and 4, respectively. Here, we note that sub-diagrams (2.25) always arise through
a super A-type sub-diagram, and therefore the corresponding degree 4 Serre relations
follow from (3.81), due to Corollaries 3.89 and 3.91.

e dim(V) = 6 and Yy = (x, 1,0) with % € {0, 1}. Thus the Dynkin diagram is as
in (2.30).

Lemma 4.54 Under the above assumptions, the following relations holdin X™ (osp(V)):

[eél)v [eg), etw)]] — [eél)v [egl)v e1t)]] =0,

(4.55)
(737 157, @] = 57157, fel] =o.
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Proof Evaluating the v~'-coefficients in the defining relation

_1\2

12w, 15001 = (100150 — (i @),

we get:
n3w) = —[raw), 1531 (4.56)
On the other hand, comparing the v~ ! -coefficients of both sides of the defining relation

(=D*(t3)t1a(v) — t23(0)t14(w))
u—v

[t13(u), 24 (V)] =

+2 _1 2y (W1 () (=) 232 PG,

u—v—K

where we use § whenever the exact value is irrelevant, we obtain:

fis(u) = —[h3(u), 1531 (4.57)

Combining (4.56) and (4.57), we thus get:
ns(w) = [[t2G0). 1331 13 ] = [[112(0). €331, €3] (4.58)

Likewise, comparing the v~ !-coefficients of both sides of the defining relation (3.9)
applied to the commutators [#12(u), t24(v)] and [t14(u), t23(v)], we obtain:

tau) = —[r2), 151, (4.59)
hs(u) = —[hau), £33)]. (4.60)

Combining (4.59) and (4.60), we thus get:

ns) = [[2), 1531, 53] = [[12w), €51, 53] (4.61)

Comparing the above equalities (4.58) and (4.61), we conclude that

[[112G0), €531, €5)] = [[120), €541, 53] - (4.62)
As t12(u) = hy(u)er2(u) and hy(u) commutes with e, €S} by Corollary 3.52, we
get:

hi)[lern ), €591, e8] = hi@)[lern(u), €51, ey ]. (4.63)

Multiplying both sides of (4.63) by h1(u)~! on the left, we obtain the first relation
of (4.55).

Applying the anti-automorphism 7 of X™(0sp(V)) given by (3.11) to the first
relation of (4.55) and using the formulas (3.38) establishes the second relation
of (4.55). O
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Remark 4.64 (a) The relations (4.55) still hold when TV = (x,0,0) with x € {0, 1},
due to the super Jacobi identity and Serre relations [e2 ,631)] =0=1[f, (1) f3(1)],
cf. Remark 2.37(b).

(b) Evaluating the u~'-coefficients in (4.55), we recover precisely the cubic Serre
relations (2.31).

e dim(V) = 7 and Yy = (1,2,3) with 2 # 3. Thus, the Dynkin diagram is as
in (2.26).

Lemma 4.65 Under the above assumptions, the following relations hold in
X" (osp(V)):

[le1 @), 5”1, [es”, e$"1] = 0

(4.66)
(LA, 571157, £01] =
Proof Evaluating the v~'-coefficients in the defining relation
(-1?
[t12(), 123 (V)] = P (tzz(u)tw(v) - tzz(v)tw(u)) ;
we get:
H3() = (=1’[n2@), 531 (4.67)
Likewise, evaluating the v~!-coefficients in the defining relation
N
[123(0). 134 )] = = (1330)124(0) = 133 V)12 (0) )
we obtain 124(u) = (—1)3[123(w), €3}], so that
ety = (—1)°[eSy), el)1. (4.68)
Finally, comparing the v~ !-coefficients of both sides of the defining relation
(—D)*
[113(u), ;24 (W)] = —— (t23(u)t14(v) - t23(v)t14(u)) :
we get
[113(u). €1 =0. (4.69)

Combining the equalities (4.67, 4.68, 4.69), we obtain:

[[112(u). €331, [edy . e8] =

which implies the first relation of (4.66) as &1 (x) commutes with both egl) = e%) and

(1) [O)
€3 =€34-
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Applying the anti-automorphism 7 of X™(0sp(V)) given by (3.11) to the first
relation of (4.66) and using the formulas (3.38) establishes the second relation
of (4.66). O

Rema[k 4.70 (a) The relations (4.66) still hold for an arbitrary Yy = (x, *, ) with
*x € {0, 1}.

(b) Evaluating the u~!-coefficients in (4.66), we recover the Serre relations (2.27).

e dim(V) =8 and Yy = (%,0, 0, 1) with * € {0, 1}. Thus the Dynkin diagram is as
in (2.34).

Lemma 4.71 Under the above assumptions, the following relations holdin X™ (osp(V)):

[[m(u), (e, eV, [1es”, eV, el eg”]]] -0,

4.72)
1 1 1 1 1 1
(Lo 1" 50 s AL, 7)) =o.
Proof Evaluating the v~ !-coefficients in the defining relation
GON
[t23(u), 134(V)] = P (t33(u)t24(v) - t33(v)t24(u)> ,
we obtain: ) |
Da () = [03(), 151 = [123(), €1 (4.73)
Likewise, evaluating the v~!-coefficients in the defining relation
—1?
(12 (), 1) = ——— (tzz(u)tm(v) - tzz(v)t14(u)) ;
we obtain: ) |
na() = [n2(), 151 = [2(0), €51 (4.74)
Combining the above formulas, we thus get:
na() = [n200), ley, €53)1]. (4.75)
Comparing the v~ !-coefficients of both sides of the defining relation
(=1)* (144 () 135(v) — taa (V)135 (1))
(134 (u), t45(v)] =
u—v
+Zi=1 tap ()13 () (— 1)+ 4375,
u—v—« ’
we obtain: 1 1
— 2135 (1) = [13a(w), 1031 = [134(u), €31 (4.76)
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Likewise, comparing the v~ !-coefficients of both sides of the defining relation

(=12 (34 ()25 (v) — 134 (v)t25 (1))

[224(u), t35(v)] =

u—v
+z§,=1 13 (V)12 () (—1) 2334427450,
u—v—« ’
we obtain: b
() = [f24(u), t3(5 1= [r4(u), 6’35 7. 4.77)
Combining (4.76) and (4.77), we thus get:
t6(u) = = [12aw), [€5)), e{31] - (4.78)

Finally, evaluating the v~!-coefficients in the defining relation

#

(=1
[114(u), 126 (V)] = (t24(u)l16(v) - t24(v)t16(u)) ,
u—v

we obtain:
[114(u), 1551 = 0. 4.79)

Combining all the formulas above, we get the following equality:
[[20, 1ed)). 1], [1edd), €1 1ef)) ef1]] = 0. (4.80)

As t1o(u) = hi(u)e12(u) and h(u) commutes with e%), egi), e4? by Corollary 3.52,
we get:

m e, 1e5) e§1] [1e8. 41, 168 1] = 0. @8

Multiplying both sides of (4.81) by &1 (u)~! on the left, we obtain the first relation
of (4.72).

Applying the anti-automorphism 7 of X™(0sp(V)) given by (3.11) to the first
relation of (4.72) and using the formulas (3.38) establishes the second relation
of (4.72). O

Remark 4.82 (a) The relations (4.72) hold for all parity sequences Yy : for even vy
we actually have [[eél),e;)] [e gl), gl)]] 0= [[f(l) f(l) [f(l) f(l) ] while for
odd v4 one can apply the same argument as above, cf. Remark 2.37(a).

(b) Evaluating the u—L-coefficients in (4.72), we recover precisely the Serre rela-
tions (2.35).

e dim(V) = 6and Yy = (1,0, 1). Thus the Dynkin diagram is as in (2.32).
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Lemma 4.83 Under the above assumptions, the following relations hold in
X" (0sp(V)):

[ter . e$1 [1ef. S, 1687, eS1]] = [1er ). €1 165, 1] - fer o), €51,

R N [V N N || T N R VOO N A | §
(4.84)

Remark 4.85 Evaluating the u~l_coefficients in (4.84), we recover the Serre rela-
tions (2.33).

Proof Evaluating the v~ L-coefficients in the defining relation (3.9) for [#12(u), t23(v)]
and using [/ (u), 6513)] = 0 from Corollary 3.52, we obtain:

t3(u) = o), 551, er3w) = [enn (), ey1, (4.86)

cf. (4.56). Comparing the v~ !-coefficients of both sides of the defining relation (3.9)
for [t23(u), t34(v)], we get:

— 204 () = [123(u), 131 = [123(u), €541, (4.87)

cf. (4.76). Likewise, comparing the v~!-coefficients of both sides of the defining
relation (3.9) for [#13(u), t24(v)], we also obtain:

tis(u) = [h3w), 151 = [13(w), €51, (4.88)

cf. (4.57).
Let us now consider the defining relation
1

(130, 150)1 = - (n3@0ns0) —13@ns@) . (489)

u—v

Evaluating the v~ L-coefficients in (4.89) and using the formulas above, we obtain:

(11 @er o, "1, [1ef?, "1, 16", 5717 = 0.

However, we cannot pull /1 () to the left of the brackets, as we did in the cases of

degree 3 and 7 relations above, due to the presence of non-commuting egl). Instead,
let us rewrite (4.89) as

(u—v+ Dhi(wez(u)hi(v)eis(v)
= h1(v)e13(V)h1(w)eis(u) + (u — v)hi(v)es(V)h(w)ez(w) . (4.90)

We shall next pull all /{-currents to the left. To this end, multiplying both sides of the
relation B
1

[t11(u), H13(v)] =

—— (m@nz = m@nw)

u v
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by hj (v)~! on the left, we obtain:

— 1 1
e13 )1 () = hy(u) <%e13<v> - — vem(u)) BRI

Completely analogously, we also get:

— 1
els(v>h1(u>=h1(u><%els<v>— elsw)). 4.92)

Plugging (4.91,4.92) into (4.90) and multiplying both sides by (z—v)h 1 (u) " a1 (v) ™!
on the left, we obtain:

(@ =w? = 1) ers@ers @ + @ = v+ Dezersv) =~ = vers@er3 @

+ (= + @ =) ers@er3) + @ — v+ Dezers) — erzwersw).

(4.93)
Evaluating the v!-coefficients in this relation, we get:
[e13), ]3] = ersers w) (4.94)
Here, e13(u) and e15(«) can be expressed via (4.86)—(4.88) as follows:
i) =lerw), 51, ers@) = —5[le1@), &1, 15", 71 (4.95)

Plugging (4.95) into the equality (4.94) recovers precisely the first degree 6 relation
of (4.84).

Applying the anti-automorphism 7 of X™(0sp(V)) given by (3.11) to the first
relation of (4.84) and using the formulas (3.38) establishes the second relation
of (4.84). O

Remark 4.96 As follows from the above proof, the relations (4.84) admit more general
versions. To this end, we note that (4.93) can be equivalently written as:

[e13(u), e15(v)] = ———=e3(w)e1s(v) + e15(v)e13(u)

(u — v)? u—v
1 1
e1s(u)ers(u) — ( +— v) e13(v)ers(v)

u—v)?2 u

u—v

1 1 1
+ <(u ) + - v) e3(v)ers(u) — - v)2e13(u)e15(u),

with ej3(u) and e5(u) expressed via (4.95). Applying the anti-automorphism t of
X"™(0sp(V)) given by (3.11) to the relation above and using the formulas (3.38), we
also obtain:
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1 1
[1@), f51(0)] = —— f51w) f51(v) —

(u — v)? u—v

1
f51(0) f51(v) — (

f51(0) f31(u)

* wu—v)?

1 1 1
+ ( 7 — ) 1) f51 (W) — —— f31(v) f51(v) .
(u—v) u—v

(u —v)?

u—v

1
— U) S31(w) fs1(u)

Remark 4.97 The analogs of degree 6 relations (4.84), with both right-hand sides been

multiplied by —(—1)", hold for all parity sequences Yy . Indeed, for even v3 both sides
vanish as we have

[le1). 671, 1¢;”. 5" 1] = 0 = [LAaG0). ;71157 £571].

while for odd v3 one can apply the same argument as above, cf. Remark 2.37(a).

5 Rank 1 and 2 relations

In this section, we establish quadratic relations between the generating currents
e;(w), f;(u), h,(u) of X" (0sp(V)) inrank < 2 cases (corresponding to N +2m < 5).
The arguments are straightforward though a bit tedious. While our treatment is case
by case, we try to present them in a rather uniform way (in particular, eliminating the
smaller rank reduction of [18] for non-super types).

5.1 Rank 1 cases

In this subsection, we establish quadratic relations for rank 1 orthosymplectic Yan-
gians which do not follow from Corollary 3.89. There are four cases that we consider
separately: (N =2,m =0),(N=0,m=1),(N =3, m =0),and(N = 1,m = 1).
The first three were treated in [18].

5.1.1 Relations for 0sp(2]0) case

We note that X™ (05p(2]|0)) >~ X™(s0,) by Remark 3.25.

Proposition 5.1 The following relations hold in X™ (0sp(2]0)):
ein(u) =0= frr(u). (5.2)

Remark 5.3 This result follows from the relations (5.55) established in
[18, Lemma 5.3] using the low rank isomorphism of [3] by evoking the embed-
ding X™(s07) <> X™(s04) of Theorem 3.47 which maps e2(u) — ep3(u) and
f21(u) — f3(u). However, for the rest of this section, it is instructive to present a
direct self-contained proof of (5.2).

@ Springer



43 Page 50 of 100 R. Frassek, A. Tsymbaliuk

Proof Consider the defining relation (3.9) for [#11(u), t12(v)] (note that k = 0):

1)tz (v) +
u—uv u—v

[t11(w), t12(v)] = ti2()t11 (),

where we readily canceled two terms containing #11(v)#12() in the right-hand side.
Multiplying both sides by (u — v)h1(v)~! on the left, we get:

(w—v—Dhi(uen() = —v+ Depnp(hi(u).

Plugging u = v — 1 above, we obtain /(v — 1)ej2(v) = 0. Multiplying further by
hi(v — 1)~! on the left, we get the desired relation ej2(v) = 0. Applying the anti-
automorphism 7 of X™(s0;) given by (3.11) to ej2(v) = 0, we obtain f>;(v) = 0,
due to Remark 3.37. O

5.1.2 Relations for 0sp(0]2) case

We note that X™ (0sp(0]2)) >~ X™(sp,) by Remark 3.25.

Proposition 5.4 The currents hy(—2u), ho(=2u), e1(=2u), f1(—2u) satisfy the rela-
tions of Theorem 3.70 for the parity sequence Yy = (0, 0).

Proof This result follows from the fact that the assignment T (#) — T(—u/2) givesrise
to the superalgebra isomorphism X™ (0sp(0]2)) —> Y™ (gl,). This map can be viewed
as a composition of the aforementioned isomorphism X™ (0sp(0]2)) —=> X™(sp,),
given by T (u) — T (—u), and the isomorphism X™(sp,) —> Y™ (gl,) of [3, Propo-
sition 4.1], given by T (u) +— T(u/2). The latter follows from the observation that
P + Q =1 for sp,-case, which allows to relate the corresponding R-matrices of sp,
and gl, types via R(u) = ‘L‘,—:éR(u/Z). O

5.1.3 Relations for 0sp(3]0) case

We note that X™ (05p(3]0)) >~ X™(s03) by Remark 3.25. In this case, the only relation
directly implied by Corollary 3.89 is the obvious commutativity [k (), h1(v)] = 0.

Proposition 5.5 The following relations hold in X" (s03):

[hi(u), h;()] =0 forall 1<i,j<2, (5.6)
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1), enn(v)] = hi(u)(e12(v) — elz(u))7

u-—v

(f21 () = fo1(v))h1(u) 67
[h1 ), for (v)] = ~ 2 — T2
u—v
. ha(u)(e1(u) —e1n(v))  (er2(u — 1) — e12(v))ha(u)
[h2(u), e12(v)] = v — IO , (5.8)
— h h — -1
s (). for ()] = (f21(v)2 Fo1(w))ha(u) 3 2) (a1 (v) = far(u — 1)) 5.9
(u —v) 2 —v —1)
1
[e12), f210)] = —— (1@ h2w) = @)~ ha ) | (5.10)
u—v
2
fera(), era()] = E2W Ze2®)” (5.11)
u—v
2
[f21@), f21(0)] = — (fﬂ(ui _{)ZI(U)) : (5.12)

Remark 5.13 (a) The relation (5.9) corrects a typo in [18, (5.4)].

(b) We note that these relations were established in [18, Proposition 5.4] using the low
rank isomorphism X" (s03) ~ Y™ (gl,) of [3, Proposition 4.4], see Proposition A.5(a).
However, for the rest of this section, it is instructive to establish all these relations
directly.

Proof In view of Remark 5.13, we shall only present a direct proof of (5.9), though
it can be also derived from (5.8) by applying the anti-automorphism 7 of X™(s03).
The relations (5.6-5.7, 5.10-5.12) can be proved similarly to analogous relations from
Proposition 5.17.

Our proof of (5.9) shall closely follow that of (5.20) presented below. First, let us
express hy(u) via the hi-current and the central current 3y (#) from Remark 3.21
defined through the difference equation cy(u) = 3y (u — 1/2)3v(u), see (3.22).
Evoking cy (u) = MWh@UDmhw=l 4,6 (o Lemma 4.49, we get 3y (u — 1/2) =

1)
By (u—1/2)ha(u—1)
T h-n o sothat

ho(u) = 3v (u + Hhi@hi @+ H7". (5.14)

Combining (5.14) with the following commutation rules between 1 (u) and f>1(v),
recovered from the defining relation (3.9) applied to [#11 (), t21 (v)]:

1

u-—v

-1
1 () fo1(v) = (%fm) + le(u)> hi(w).
- u—v 1 1
hi(u)™" f21(v) = (mfZI(U) - mfﬂ(u - 1)) hi(w)=",
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we obtain:

u—v—1

1
hz(u)le(v)=h1(u+%)_l< — le(v)+mle(“))h(u)év(u'i‘%)

_ ((u7v+1/2)(u7v71)
- u—v)u—v—1/2)

1 1
P10) + o = - mf?l(")) ha(u).

(5.15)
In particular, plugging v = u — 1 into (5.15), we find:
ho(u) fo1(u — 1) + for(u)ha(u)
far(u = Dho(u) = ! 5 S . (5.16)
Plugging the formula (5.16) into the equality (5.15), multiplying by 2“=22=1 and
rearranging the terms, we obtain the desired relation (5.9). O

5.1.4 Relations for 0sp(1]2) case

Finally, let us treat the remaining rank 1 case of X™ (0sp(V)) = X" (0sp(1]2)) which
cannot be reduced to non-super setup unlike the previous three cases. The correspond-
ing relations also appeared very recently in [22].

Proposition 5.17 The following relations hold in X" (osp(1]2)):

[hi(), hj()] =0 forall 1<i,j<2, (5.18)

hi(u)(e12(u) — e12(v)) (F1(v) = far )k ()

[h1 @), e12(v)] = — . [h @), f1()] = — (5.19)
(). €12 (0)] = ha(a0) <612(u) —e12(v) 4 e12(v) —epn(u — 1/2)> (520
u—v u—v—1/2
(o). o1 ()] = (le(v) — far(w) n for(u—1/2) — f21(v)> ). (.21
u—v u—v—1/2

1
120, 1] = —— (@ ho@) = @) (5.22)

u—v
as well as

e13(u) — e13(v) n e12(u)? — e12(v)?
u—uv u—v

le12(w), e12(v)] =

en@en®) —enen®)  (en@) = en®)’
2(u — v) 2(u — v)?

[f21(v), fo1(w)] = f10) = /@) + fa1()” — for1(v)
u—v u—v

, (5.23)
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@) 1@ = 1 fa ) (1) = fiw)’
2(u — v) 2(u — v)? ’
W —v—1Du—v+1/2)en@er3v) + (u — v+ 1/2)e1n(v)er3(v)
—(u—v+1/2)enp(ez(u) — (u—v)(uw—v+3/2)e13(v)er2(u)
+Qu—2v + 1/2)e13(w)ern(u) — (1 — v)era(v)er2 () —er2(u)* =0, (5.25)

+

(5.24)

—v—D@—v+1/2) 510) r1@) + @ — v+ 1/2) f31(v) fr1 (v)
—(u—v+1/2) f31(u) f21(v) — ( — v)(u — v + 3/2) fr1(u) f31 (v)
+Qu—2v+1/2) fo1 () f31 W)+ @ =) fo1)* fo1 (V) + f21 () = 0,(5.26)

where e13(u) and f31(u) can be further expressed via

er3(u) = —enn)? — [en@), e31.  fu@) = fa@)? + [fa@), f1. (5.27)
Furthermore, the remaining entries of the matrices E (u), F (u), H(u) are given by:
e3(u) = —enn—%), fo) = fru—13), h3@) =hiw—3""hau—ha().

(5.28)

Proof The defining relation (3.9) applied to [f11(u),t11(v)] implies
(u — v+Dhi(w)hi(v)=@u — v + 1)h(v)h (1), hence, [h1(u), h1(v)] = 0. Like-
wise, both relations of (5.19) follow directly by applying the defining relation (3.9) to
the commutators [711(u), t12(v)] and [#11(u), 121 (v)].

We note that the relations (5.19) allow one to pull &1 (u) past ej2(v) and fo1(v)
either to the left or to the right. To this end, let us first rewrite (5.19) as follows:

(u — v)ern(Whi(u) = hi @) —v+ Den(v) — enn(u)),

(5.29)
(= v)hi1W) fr1(0) = (@ —v+ 1) fr1(0) = forw))hi ().

Plugging v = u + 1 into these relations, we obtain, cf. (3.83, 3.85):
hiwe(w) = e+ Dhi(w),  farhi(u) = hi@) f1w+1).  (5.30)
Finally, plugging (5.30) back into the equalities (5.29), we also obtain:

(u—v+ Dhien() = ((u—v)ep) + e+ 1)hi(u),

(5.31)
w—v+1)f1hi @) =hi@)(w—v)f10) + fau+1).

The commutativity [k (u), ha(v)] = 0 is a direct consequence of Corollary 3.52.
For an alternative direct proof, let us apply the defining relation (3.9) to [#11 (1), t22 (v)]:

(w — v)[h1(u), ha(v) + fo1(V)h1(v)e2(v)]
= forh1(WhiW)e2(w) — f21hy(@)h(v)en(v) .
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Using the equalities (5.29) to pull /1 («) and /1 (v) to the middle in the left-hand side,
we get:

(u = v)[h1 (), h2(V)] + (w — v+ 1 f21()[hi1 (), hi(v)]e2(v) =0,

so that [ (u), ho(v)] = 0 as claimed.

Finally, the commutativity [#2(u), h2(v)] = 0 of (5.18) follows from the formula
cy(u) = hf(';1>l)h2(u + 1)k (u + 3/2) for the central current cy (1) of (3.16), due to
Lemma 4.49.

According to Lemma 4.27(b,d), we have ej3(u) = —en(u)? — [en(u), e\b],
en3(u) = —epp(u — 1/2), thus recovering the first formulas of (5.27, 5.28). The
latter implies e%) = —eg). Likewise, due to Lemma 4.30(b,d), we have f31(u) =

Fr1@)? + [fo1(w), fz(ll)], f32(u) = fr1(u — 1/2), thus recovering the second for-

mulas of (5.27, 5.28). The latter implies fi,) = £3’. Finally, we have h3(u) =
hi(u — 1/2)_1h2(u — 1/2)ho (1) due to Lemma 4.52, recovering the last formula
of (5.28).

Let us prove (5.22). Applying the defining relation (3.9) to [#21 (1), t12(v)], we get:

(u —v) 21(hiWhy()e2(v) + (U — v)hi(v)e12(v) fo1 (w)h(u)
= h1(Vha(w) — h1(W)ha(v) + h1 (V) f21(@)h1 (w)er2 ()
—hi(u) o1 (V)e2(v) . (5.32)

Using the equalities (5.29)—(5.31), we can pull both A (u), h1(v) to the leftmost part
in all summands of (5.32), and multiplying further both sides by A ()~ 'h1(v)~! on
the left, we obtain:

u—v+ Dlenn), fo1(u+ 1)] —[e1n(u), fo1(u + 1)]
= hiw) " ha(u) — h1(v) " ha(v) .
(5.33)

Plugging v = u + 1 into (5.33), we get:
—[ena(), far(u+ D1 =hi1)  hau) = hi(u+ 1)~ hy(u + 1). (5.34)

Subtracting (5.34) from (5.33) and renaming v ~» u,u + 1 ~» v, we obtain the
relation (5.22).

Let us prove (5.20). One way to establish it is to consider the defining relation

1 (u)ti2(v) — tn(v)t2(u)
u—v
130111 (u) + o (V)12 (1) — 121 (V)13 (1)
+ )
u—v+3/2

[t12(w), t22(v)] =

(5.35)

@ Springer



Orthosymplectic Yangians Page550f100 43

Here, the left-hand side may be written as follows:

[t12(u), t22(v)] = h1(w)[e12(u), ha(v)]
+t12(u), 1 (v)]e2(v) — 21 (V)[T12(u), e12(v)]

— et (). ha ()] + tzz(u)tn(v; : ;zz(v)tn(u)

—t1(W)[t12(u), e12(V)]. (5.36)

e2(v)

Plugging (5.36) into the left-hand side of (5.35), rearranging the terms, and using the
defining relation (3.9) for [112 (), f12(v)] and [12 (1), 111 (v)], we eventually obtain:

h1(w)hz(v)(e12(v) — e12(u))

hi()leiz(u), ha(v)] =

u—v
+hz(v)(ezs(l;)h_1i)ui§/hzl (w)ern(u)) . 5
Evoking the first equalities of (5.28) and (5.29), we get:
e3(hi () = —ern (v — Ph1w)
= —hi(u) (%elz(v - - melz(u)) ,
so that
ha(v) (e23 (@)1 () + hi e @) _ h@hyw)(ennw) — en(v —1/2)) |

u—v+3/2 u—v+1/2

Plugging this into (5.37), multiplying by /()" on the left, and renaming u «~ v,
we get (5.20).

Another proof of (5.20) is based on the expression of %, (u) via the h1-current and
a central current 3y (1) defined via the following difference equation (cf. (3.22)):

cv(w) =Fvu+ $)3v ).

Evoking cy (u) = ”'(”)h2§1”‘:;jrh12)(“+3/ 2 we get® 3y (u) = %j({fg) so that
ha(u) =Fv @ — Dhi(u — PDhi =D~ (5.38)
Combining (5.38) with the relation erp()hi ()™ = hy@u)~! (Mgilelz(v)

+ﬁelz(u + 1)) which follows from (5.31), and evoking (5.29), we obtain:

ern(Wha(u) =3y — Dhy(u — )

6 In fact, the difference equation defining 3y (u) is specifically engineered to allow for such an expression.

@ Springer



43 Page 56 of 100 R. Frassek, A. Tsymbaliuk

w—v+1/2 )
e e L
B U—v+1/Dw—v—1) : B
—h2(u)< w—v)u—v-—1/2) 912(0)4-—”_1)_ 1/2e12(u 5)
- elZ(”)) . (5.39)

Subtracting hy(u)ei2(v) from both sides of (5.39), we obtain the desired rela-

tion (5.20), due to the equality % —1=-L - m

Let us prove (5.23). Applying the defining relation (3.9) to [#12(u), t12(v)], we get:

ti2(u)ti2(v) + to (W)t (u) + (tlz(u)tlz(v) - tlz(v)tlz(u))

u-—v

1
—m<t11(v)t13(u) — ti2()tia(u) — l13(v)l11(u)) = 0. (5.40)

Using (5.29) let us pull both A (u) and A1 (v) to the leftmost part in all terms but
ti3(v)t1(u):

u—v—1 1 5
t2()tip(v) = hi(Whi(v) | ————enWenn(v) + ep(v)” ),
u—v u—v
elz(u)2> ,

ft1hz) = hihiez@), t1@hz) =hi@hi(v)ez().

u-—v

— 1
n2()t2(u) = hi()hi(v) (%612@)612(“) -

To treat the remaining summand #13(v)#11 (#) in (5.40), we recall the defining relation

1), 1] = ——— (1013 w) = 3 ) (5:41)

u-—v

1
e 3 (MM — mEne —nenw).

Rearranging the terms in (5.41), we obtain:

! _ 2u—2v+3/2
mtw(v)f}l(u) = _(u T — v+ 1)U —v 1 3/2)1‘]1(1))1‘]3(14)
u—v+1 1@ 113(0) 1 )W)
+(u—v)(u—v+1/2) 1@tz +(u—v+l/2)(u—v+3/2) 12()t2(u) .

(5.42)
Thus, using the equality (5.42) for the last term in the right-hand side of (5.40),

then pulling both /1 (x) and & (v) to the leftmost part as outlined above, and finally
multiplying further by /11 () ~'h1(v)~! on the left, we get:
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u—v—+1

u—v

u-—v

-1
(u 0 erx(w)en(v) + elz(v)z)
u—uv

u—v+3/2 1 u—v+1 »
+<u_v+1/2 u—v)( p—1 e12(v)er2(u) u_velz(u)
u—v+1 u—v+1
+ e3(v) — eis(u) =0. (543)
(u—v)uw—v+1/2) (u—v)u—v+1/2)
Note that Z:zﬁﬁ --L = % Therefore, multiplying (5.43) by
2
W, we obtain an equivalent relation:

—v+1/2)—v— Denp@en() + @ — v+ 1/2)e1(v)?
+@—v+ DU —v—1/2)ern(v)ern(u)
—(u—v—1/2)en@)? + @ — v)e;3(v) — (u —v)e;z() =0. (5.44)

Rearranging the terms in (5.44) and multiplying by m, we recover the desired
relation (5.23).

Let us finally prove (5.25). Applying the defining relation (3.9) to [#12(u), t13(v)],
we get:

(u — v+ Dhi(u)ep(u)hi(v)erz(v) — hi(v)erz(v)hi(u)ers(u)
—@ —v)hi(v)ez()hi(w)epn(m) =0. (5.45)

Using (5.29), let us pull both /1 (u) and /1 (v) to the leftmost part in the first two terms:

u—v-—1 1
enn(w)hi(v) = h1(v) (ﬁelz(u) + - veIZ(U)> ,

1
elz(u)) .
—v

On the other hand, h1(v)e3(v)h1(u) = t13(v)t11(u) has been already evaluated
in (5.42) above. Thus, first using the equality (5.42) for the last term in (5.45), then
pulling both 1 (1), h1 (v) to the leftmost part as outlined above, and finally multiplying
by By ()~ hi(v) ! on the left, we get:

— 1
e (0)hiw) = hy @) (%eu(v) - -

— Du—-v—1 - 1
(w—v+Du-v )elz(u)e13(v) + u612(1))613(1))
u—uv u—v
u—v+1
— e Wen) + ern(u)er3(u)
u-—v u—v
v+ DU —v+3/2 2u—2v+3/2
_ v:—_)v(i 1/v2+ / )ela(v)elz(u)-l- Z_U—Ii:_l/éew(u)elz(u)
vl e - en) =0 (5.46)
—u_v+1/2e12ve12u +u—v+l/2612u =V. .
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Plugging v = u + 1 into (5.46), we obtain:

enn(u)ers(u) = ez(u)enn(u) — 2e1n(u)’ . (5.47)

Therefore, replacing ejz(u)ej3(u) in (5.46) with the right-hand side of (5.47) and
multiplying further by w , we get the desired relation (5.25).

We note that relations (5.21, 5.24, 5.26) follow directly by applying the anti-
automorphism 7 of X™(0sp(1/|2)) given by (3.11) to the relations (5.20, 5.23, 5.25)
and using the formulas (3.38).

This completes our proof of Proposition 5.17. O

Remark 5.48 Evaluating the u'-coefficients in the relations (5.25) and (5.26), we
obtain:

[e13(v), e D] — en(eiz@) =0,  [f510), AT+ F310) fa1(v) = 0.

Plugging above the formulas for e;3(v) and f31 (v) from (5.27), we obtain the following
cubic relations for the currents e12(v) and f21(v), cf. [2, (3.7, 3.8)]:

en(v)? = [enn(v), (612) 1= [e12(v), 612 e (v)

F10)° = —[f1), (A = L1 i), f1)].

Remark 5.50 We note that the cubic relations (5.25, 5.26) differ slightly from [22,
(4.9, 4.10)], which is not surprising as one can add linear multiples of the quadratic
relations (5.23, 5.24). However, the key feature of both choices is that at the associated
graded algebra level they yield:

(5.49)

@.231=0. (A . fif1=0 forany r.s=1. (551

Indeed, evaluating u —ky=t

we get:

-coefficients in (5.25) and passing to their associated graded,

k+2 4 k+1 £+1 k 0+2
[k 30— okt D) L @0 FD1 =0 forany k,LeZ, (552)

withes” = 0.1n particular, we get [elg), 24113)] = 0 (by plugging £ = —1 into (5.52)),
[elg), 54123)] = 0 (by plugging ¢ = 0 into (5.52)), and then we get the first equality

of (5.51) by induction on s.
Remark 5.53 We note that the Z,-grading of V in [2]is |v1| = 0, [v2] = 1, |v3| = 0,
which is opposite to ours, and as aresult their R-matrix of [2, (2.4)] slightly differs from

ours (besides for the common prefactor). The main isomorphism ¢: AT —> V(R)
of [2, Theorem 3.1] between the (new) Drinfeld and RTT realizations of the super
Yangian of osp(1]2) is best restated using the opposite Gauss decomposition of the
generator matrix 7 (u) (denoted by L(u) in loc. cit.):

¢ e(u) > exn(—u), fu) > fa(—u), h@) > hy(—u—Dh3(—u —1)7".
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Here, the opposite Gauss decomposition of 7 (u) refers to the unique factorization
Tw)=E@)-Hw) - F@) (5.54)

with
— an upper-triangular matrix E (u) = (e (u)) with ei(w) =1,
— adiagonal matrix H (u) =Adiag(h1(£4\), e /’ly(u/)\),
— alower-triangular matrix F'(u) = (fj; (u)) with fi; (u) = 1.

One may wonder how the two Gauss decompositions are related, and if the defining
relations for our conventions (3.35) imply those for the generating series in the opposite
Gauss decomposition (5.54). In fact, the composition of the anti-automorphism t
from Remark 3.10 and the antipode anti-automorphism S give by S(7 (1)) = T (u) !
gives rise to an algebra automorphism of X™(osp(V)) that intertwines our Gauss
decomposition and the opposite one. Therefore, it is just a matter of preference which
one to use, and we follow the previous literature [5, 18, 21] on the subject.

5.2 Rank 2 cases

In this subsection, we establish quadratic relations for rank 2 orthosymplectic Yangians
which do not follow from Corollaries 3.89, 3.91 and from rank 1 cases treated in
Sect. 5.1 above. There are eight cases that we consider separately: (N = 4, m = 0),
(N =0,m =2),(N =2,m = 1) with the parity sequence Yy = (1,0) or Yy =
0,1),(N=5,m=0),(N=1,m=2),(N =3, m = 1) with the parity sequence
Yy = (1,0) or Yy = (0, 1). We note that the first, second, and fifth cases were
already treated in [18], while the sixth case was treated very recently in [22].

5.2.1 Relations for 0sp(4|0) case

In this case, we have X™ (0sp(V)) >~ X™(s04) by Remark 3.25. Some of the relations
among the generating currents ejz(u), e13(u), fa1(w), f31(w), hi(u), ha(u), hz(u)
already follow from those for Y™ (gl,), as specified in Corollaries 3.89 and 3.91.
On the other hand, we also have

e3(u) =0 = fu), (5.55)

due to Theorem 3.47 and Proposition 5.1.
Proposition 5.56 The following relations hold in X" (0sp(4/|0)):

h3(u)(e12(v) — e12(w))

(f21(w) — f21(v))h3(u)

[73(u), e12(v)] = p— » [h3@), f21(0)] = P
(5.57)
h — — h
[h2(w), e13(v)] = Z(M)(qi(v_)v c15) s o), f31(0)] = G0 ujélv(v)) 2 ,

(5.58)
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ler2(u), 31 =0, [e13(u), f21(v)] =0, (5.59)
ler2(w), e3s()] =0,  [f21(), f51(1)] =0. (5.60)

This result was established in [18] using the embedding X™ (s04) — Y™(gl,) ®
Y™(gl,) of [3]. However, it is instructive to prove these relations directly, which can
be done completely analogously to our proof of Proposition 5.69 (we leave details to
the interested reader).

5.2.2 Relations for 0sp(0]4) case

In this case, we have X™ (0sp(V)) >~ X™(sp,) by Remark 3.25, with the isomorphism
given by T (u) — T (—u). The relations on the generating currents eq2(#), f21(u),
hi(u), ha(u) already follow from those for Y™(gl(0]2)) =~ Y™(gl,) as speci-
fied in Corollary 3.89. On the other hand, the relations on the generating cur-
rents e3(u), f32(u), ha(u), h3(u) readily follow from those for X™(osp(VI1)) ~
X™(0sp(0]2)) =~ X™(sp,) as specified in Proposition 5.4.

Proposition 5.61 The following relations hold in X™ (0sp(0]4)):
[h1(u), h3(0)] =0, (5.62)

(h3(u), e1n(v)] = h3(u)(ern(u —2) — eg2(v))

’

u—v—2
K K (5.63)
[h30). fo1 ()] = (f21(v) uf_ﬂv(u_ 22))h3(14)7
(A1), e3(V)] =0,  [h1(u), f320)] =0, (5.64)
[en), o] =0, [exs), fL1(v)]=0, (5.65)

2
ler2(w), e23(v)] = — (613(14)—613(U)—612(14)623(U)+612(v)€23(v)), (5.66)

2
(1), f52(0)] = E(f31(v)—f31(u)+f32(v)f21(u)—f32(v)f21(v))~ (5.67)

This result goes back to [18]. We note however that (5.67) corrects a typo
in [18, (5.34)].

5.2.3 Relations for 0sp(2]2) case with the parity sequence ,0)
In this case, we have the generating currents e1z(u), e13(u), fo1(u), f31(), h1(u),
ha(u), h3(u). Some of the relations among them already follow from those for

Y™ (gl(1]1)) with the parity sequence Yy = Yy = (1, 0), as specified in Corol-
laries 3.89, 3.91. On the other hand, we also have

exs(u) = 0= f3(u), (5.68)

due to Theorem 3.47 and Proposition 5.1.
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Proposition 5.69 The following relations hold in the corresponding X™ (osp(V)):

h — — h
30, e1y(0)] = 3(u)(e12u(v_)v 612(14))’ 3. for(0)] = (f21(w) Mfiz1v(v)) 3(u)’
(5.70)
h — — h
Ui @), e13(0)] = 2)(e13(v) —eg3(u)) o), f10)] = (f31() — f31(0)ho(u) ,
u—-v u—v
(5.71)
[en), 51(WI=0, [eiz(), L1(w)]=0 (5.72)
as well as
1
len20), en)] = —— (enn@en®) - e3@ern®) (5.73)
u—"v
+u 1 - ( —en(u)ez(u) +ez(wen(u) + [e13(v), 6512)] — le13(w), 8512)]) ,
1
[f21(w), f31(v)] = m(fSl(U)le(u) - le(u)f31(v)) (5.74)

L . . W e
+7( Sar @) fa1(w) + far(w) f31(u) + Lfy s 311 = L7, f31(u)]) .

u—v

Remark 5.75 As a direct consequence of the relations (5.73, 5.74), we obtain more
familiar relations, cf. (3.77, 3.78):

ulef, (), e3(v)] — viena(u), ef3(v)]1 = ern(W)e3(v) — ez(V)e(u),  (5.76)

ul f51(w), f51(0)] = vlf21(), 371 = f31(v) f21(W) — f21(w) f31(v), (5.77)

with the currents e, (u) = )., e&)u" and f5(u) =), k(f)u".

Proof First, as follows from (3.72) and Corollaries 3.82, 3.89, we have the following
relations:

u—v+1 1
erp(V)h(u) = hy(u) (ﬁelz(v) i U612(u)) ,

- 1 1
e12(v)ha(u) = hy(u) (%elz(v) - — velz(u)) :

. ] (5.78)
hi(u)epn(v) = <u——v+1612(v) + u——v-i-leu(u + 1)) hi(u),
ha(u)e2(v) = (uu_—;ilelz(v) + u_—v_l_lelz(u + 1)) ha(u),

which allow one to pull hi@)* and hy(u)*! past ej2(v) either to the left
or to the right. According to Corollary 3.91, we get analogous relations with
hi(u) ~ hy(u), ha(u) ~ h3(u), e12(v) ~ e13(v).
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Let us prove the first relations of (5.70, 5.71). As h3(u) = cy (u — DAt (u)hy(u)™!
hiw—1)"1 by Lemma 4.31, we have:

- 1
enn(h3w) = ey (u = Hhyw) (%elz(v) - 612(u)> ha@) " hy— 17"

u—uv

= cy(u — Dhy@hy@) " epp ) — 17!
—v—1

= h3(u) (%612(1)) + 612(M)) , (5.79)

u—v

where we pull all the ho-currents to the left of ej2(v) using (5.78). Subtracting
h3(u)e12(v) from both sides, we get the first relation of (5.70). The proof of the

first relation of (5.71) is analogous with the indices 2 <> 3 swapped, in particular, we
use ha(u) = cy (u — Dhyh3 @) hyw — DL

We note that the second relations of (5.70) and (5.71) follow directly by applying
the anti-automorphism 7 given by (3.11) to the corresponding first relations and using
the formulas (3.38).

Let us prove (5.72). Applying the defining relation (3.9) to [¢13(«), 21 (v)], we get:
(m@m -memw). 680
u—v

As ex3(u) = 0 by (5.68) and h{(u)e13(u) = e3(u + 1)hy(u) by (3.83) and Corol-
lary 3.91, we actually have 13 (1) = f21(u)e13(u+ 1)h1(u). Hence, the relation (5.80)
can be written as:

e13(u + Dhy(@) f21(0)h1(v) + fo1()h(v)e3u + Dhy(u)

1 1
= mle(u)em(u + Dhy)hy(v) — mle(v)ew(v + Dhiwhi(v). (5.81)

[t13(u), 21(v)] =

Pulling both /1 (#) and k1 (v) to the right in the left-hand side of (5.81) by using

— 1 1
hﬂ@ﬁmw=(Z;§%—ﬁmm—u_vﬁmm>mwx

u—v+1
hi(wes(u+1) = (ﬁem(u +D - e3(v+ 1)) hi(v),

u—v
and multiplying further by (u — v)h1(u)~'h; (v)~! on the right, we obtain

e3u+1)((w—v+1) fo1(0) = f21()) + fo1 (V) ((u — v + Dez(u+1) — ei3(v+1))
= fareiz(u +1) — fri(v)ez(v + 1),

which can be further simplified to:

(u—v+ Dles(u+ 1), f21(0)] = [e13(u+ 1), f21(w)]. (5.82)

Plugging v = u + 1 into (5.82), we get [e;3(u + 1), /o1(®)] = 0 and so
(u—v+Dlez(u+1), fo1(v)] = 0. This implies the second relation of (5.72). Mean-
while, the first relation of (5.72) follows directly by applying the anti-automorphism
T given by (3.11) to the second relation and using (3.38).
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Let us prove (5.73). Applying the defining relation (3.9) to [#12(u), 13 (v)], we get:

-1
[t12(w), t13(v)] = (tlz(u)t13(v) - tlz(v)t13(u))

1
+ u_—v_H<t11(v)t14(M) —t2(Wtizm) — tiz(v)ti2(u) — 114(v)t11(u)) .

The relation above can be rearranged as:

— 1
@ e - e e e
— |
Z - Z + 1h1(v)el3(v)h1(”)612(”) - u——v+1h1(v)h1(u)e14(u)
1
o @en@h ) =0.

Let us first evaluate the last summand above. To this end, evoking the defining rela-
tion (3.9) applied to [#11(u), 14 (v)], we obtain:

—v+1
u_v+1qummm)=%7§57mmnmw>

1 1 1 n
- ( + u—v+1) 1(w)era(u) +

(u—v)u—v+ 1)613(1})}’1(“)912(”)

ern(V)hi(u)es(u) . (5.83)

+(u—v)(u—v+1)

Plugging (5.83) into the formula above, let us now pull both % (u) and &1 (v) to the
leftmost part using the following equalities, cf. (5.78):

e13(V)h () = hy (u) (u — v+ Dejz(v) — 813(u)’

u—v
er2()hi(u) = hy(u) -yt 1261_2(1)”) —en()

Multiplying further by /() 'h1(v)~! on the left and rearranging terms, we obtain:

W e+ E D e+ T e

o rwenw o e @en + s 612 v)ers(v
— +1 — 1

- enwen + e - T e =0, 689

Plugging the formula e14(u) = —ea(u)e13(m) — [e13(n), em] from Lemma 4.1(f)

into the last two summands of (5.84), and multiplying both sides by - (u U'ﬁl , we obtain
precisely the relation (5.73).
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We note that the relation (5.74) follows directly by applying the anti-automorphism
T given by (3.11) to the relation (5.73) and using the formulas (3.38).

This completes our proof of Proposition 5.69. O

5.2.4 Relations for 0sp(2]2) case with the parity sequence ©, 1

The relations on the generating currents e (u), f21(u), hi(u), ho(u) already follow
from those of Theorem 3.70 for Y™ (gl(1|1)) with the parity sequence Yy = Yy =
(0, 1), due to Corollary 3.89. On the other hand, the relations on the generating cur-
rents e3(u), f32(u), ha(u), h3(u) readily follow from those for X™(osp(VI)) ~
X" (05p(0]2)) >~ X™(sp,) as specified in Proposition 5.4.

Proposition 5.85 The following relations hold in the corresponding X™ (osp(V)):

[h1(u), h3(v)] =0, (5.86)

h —2)—
[h3(u), e1n(v)] = 3(“)(€1i(’l_v_)2 612(1)))7

(5.87)
- —2))h
3 (). fa1 (0)] = (f21(v) = fa1(u —2)) 3(M),
u—v-—2
[h1(u), e23(0)] =0, [h1 (W), f52(1)] =0, (5.88)
[ein(@), f52()] =0, [exsu), f21(v)] =0, (5.89)

2
[e1n(u), e23(v)] = p— (613(14) —e13(v) —enn(u)exs(v) + 612(1))623(1))) , (5.90)

2
[f21(w), f52(v)] = m<f31(v)—f31(M)+f32(v)f21(u)—faz(v)le(v)) - (591
Proof Therelation (5.86) follows directly from Corollary 3.52. Alternatively, it follows
from the commutativity [h1(u), h1(v)] = [h1(w), ho (V)] = [ha(u), hy(v)] = 0 and
the equality of Lemma 4.45:
h3(u) = cy(u — Dhy(u — 2ha(u —2) " hi(u — 17! (5.92)

According to (3.72) and Corollaries 3.82, 3.89, we have the following relations:

u—v—1 1
ern(Whi(u) =h1(u) (ﬁelz(v) + p— Uelz(u)) ,

u—v-—1 1
enn(V)ha(u) = ha(u) <ﬁ612(v) + p— U612(”)> ,
(5.93)

u—"v 1
hi(u)epn(v) = (melz(v) - melz(u - 1)) hi(u),

— 1
ha(u)en(v) = <%€12(U) - melz(u - 1)) ha(u),
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which allow one to pull currents 7 (w)*! and hy (u)*! past eq2(v) either to the left or
to the right. In particular, evoking (5.92), we obtain:

enn(h3) = ey — Den()hy(u — 2)ha(u —2) " hyw — 17!

3

Uu—uv-— 1
=cyw—1Dhi(u—-2) (ﬁelz(v) + ﬁ

2 2

e1a(u —2))
xha(u —2)"'hiu— 17!
= cy(u— Dhy(u—2)ha(u —2) " epa()h(u — 1)

—v—1 1
= h3(u) <%612(U) - melz(u — 2)) ,

where we pull all the ho-currents to the left of ej2(v) using (5.93). Subtracting
h3(u)eq2(v) from both sides of the equality above, we get the first relation of (5.87).

We note that the second relation of (5.87) follows directly by applying the anti-
automorphism t of X™(0sp(V)) given by (3.11) to the first relation of (5.87) and
using the formulas (3.38).

The relations (5.88) follow immediately from Corollary 3.52. Alternatively, to prove
the first relation of (5.88), one can rewrite the defining relation (3.9) for [#11 (1), t23(v)]
in the form

ha(V)[h1 (W), e23(V)] = far(Wh1(W)ez W)y () — hi(w) f21(V)h1(v)er3(v)
1
+m(f21(u)h1(u)h1(v)613(v) - f21(v)h1(v)h1(u)e13(u)) .

and then pull all the ho-currents in the right-hand side to the right to deduce
[h1(u), e23(v)] = 0.

The shortest proof of (5.89) is based on Lemma 3.55. To this end, let us consider
the corresponding relation (3.56) for{ = land k =2,i =3, j = 2:

le1(u), 5y ()] =

—1
t (v) (elz(v) - 612(u)> . (5.94)

u—v

As (1) = fha(v), we have [enn(u), £/ ()] = [ena(), f(v)lha(v) +
f2(0)e12(u), ha(v)]. Combining this with [e1a (), ha(v)] = -ha(v)(ern(u) —
e12(v)), due to (3.72) and Corollary 3.89, we immediately obtain the commutativ-
ity [e12(u), f32(v)] = 0. Applying further the anti-automorphism t of X™ (0sp(V))

given by (3.11), we also obtain [e23(v), f21(u)] = 0, due to the formulas (3.38).

Let us finally prove (5.90). Applying the defining relation (3.9) to [t12(«), ©23(v)],
we get:

—1
(tzz(u)tw(v) - tzz(v)tls(u)) (5.95)
— v

[t12(w), tr3(v)] =
u

1
+—<t24(v)t11 () — tr3(V)t12(w) + t22(V)113(u) + tzl(v)t14(u)>-
u—v+1
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As[hy1(u), ha(v)] = 0 = [h1(u), ea3(v)], the left-hand side of (5.95) can be expressed
as follows:

[t12(w), 123 (V)] = h1(w)[e12(u), ha(v)exs(v)] (5.96)
+[h1(wer2(w), f21(Whi1()le1z(v) — fr1(Wh1(W)[h1 (W)e12(u), e13(v)].

The second summand in the right-hand side of (5.96) can be simplified using (3.9):

[hiw)e12w), f21(v)h (V)] (5.97)
-1
= 120, 21 )] = —— (122011 (0) = 211 W)
_ _h@h @) + 1@h e @hi (v) — ha(Whi W) — f21 ()71 (e W)y (u)
u-—v

Likewise, the third summand in the right-hand side of (5.96) can also be simplified
using (3.9):
[h1 Wera ), e13()] = [112(w), 111 () 1113 (V)]
= —111 () " 2@, 111101 ) 3 ) + 11 0) o @), 13(0)]

1 -1
= ——— @ (1200 ) — 12011 @ )13 ©)
u—v

1
+——h ! (tlz(u)t13(v) - t12(v)t13(u)> (5.98)
u—uv

1

()7 <t14(v)111(u) —113(0)t12 () + t12 ()13 () + 111(v)t14(u)> .
u—v+1

Expressing all the f4e-currents in terms of the Gauss coordinates in the right-hand
side of (5.98) and plugging the resulting formula together with (5.97) into (5.96), we
obtain:

[t12(u), 123 (V)]

1
= hy(wh(v)le12u), e23(v)] + Ehl(”)hZ(U)(eIZ(u)eZS(U) —e12(v)ex3(v))

n (ha@)h1 () — ho(Wh1 (V) — fo1 Wh1(Wer2@hi (v))e13(V) + f21 (V)1 (Ve )er3(u)
u—v
N 21 @)h1 () (e14()h1 (1) — e13(v)hy f:t)_elj_?)l + e12(V)h (we3(u) + hy(u)eia(n)) . (5.99)

Next, expressing all the t4,-currents in the right-hand side of (5.95) via the Gauss
coordinates, and canceling common terms with those that appear in (5.99), we obtain:

hi(wyha(v)[e12(u), €23(v)]
1
= ——m@h)(e1300) = e13 (V) +enen V) — en@en(v))

1
2 (0) (€261 () — €231 (Wer2W) + M We1zW))
u—v+1
(5.100)
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Multiplying (5.100) by &1 ()~ 'hy(v)~! on the left and evoking [/ (), e23(v)] = 0,
we get:

1
le12(w), e23(v)] = P (613(14) —e13(v) + ern(v)exs(v) — 812(14)6’23(11))

1
o (M e () — enen@ +ew) . (5.101)

It thus remains to evaluate the summand 4 (1)~ Leq (v)A1 (1) from the right-hand side
of (5.101). To this end, let us consider the defining relation (3.9) for [#11(u), 124 (v)]:

1
(110, 2] = —— (1 Wa ) = 21WNaw))
u—v

m(¢24(v)l11(u) — 3tz (u) + W)tz () + lzl(v)lm(u)) . (5.102)

The left-hand side of (5.102) can be expanded as follows:

(111 (), 24(V)] = ho(V)[h1(u), e24(V)] + [h1 (), f21(V)]h1(V)e14(v)
+ 2101 (u), hi(v)eia(v)]. (5.103)

Evoking the equality [/ (1), f>1(v)] = — (f21() = f21(v))h1 (1), due to (3.73) and

u—v

Corollary 3.89, applying further the defining relation (3.9) to
[h1 (), hi(v)e1s(v)] = [t11(u), 114 (V)] = (tn(u)l‘m(v) - t11(v)114(u))

u—v

o7 (18010 = 130w + e+ m Onsw).

and rearranging the terms, we obtain:

(111 (), 124 (v)]
— )1 W), €2 ()] + le(u)hl(u)hl(v)em(vb)l : i‘zl(v)hl(v)hl(u)em(u)

+f21 (WA (V) (e14()h1 () — e13(V)h1 We12 () + e1p (W) (w)er3 () + hy(u)e4(u))
u—v+1 ’

Comparing this with the right-hand side of (5.102), where all the #,,-currents are
expanded via the Gauss coordinates, and canceling common terms, we get:

1
U1 0), €26 (0)] = ———— (21 0) = e @ Wer) + hiwerw)

+1
(5.104)
The equality (5.104) is equivalent to:
— 1 1 1
hl(”)_1€24(v)hl(u) = %924(U)+m€23(0)612(u)—u_—lH_%Selfo(lSl))~
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Plugging this formula back into (5.101), we obtain:

1
fer2(). exs ()] = ——(e13n) — e13(v) — en@ex ) + er2(v)exn(v))

1
+ —————(e24(0) — exsern@) + e13@)) . (5.106)
u—v+2
Multiplying both sides of (5.106) by Z:gﬁ and rearranging terms, we get:

2
le12(u). €23(0)] = ——(e13) = e13(v) = e (v) + er(V)en))

+ —————(e13®) — en(en®) +e2®) . (5.107)

u—v+1
Multiplying both sides of (5.107) by u — v + 1 and setting # = v — 1 afterward, we
find

e13(v) —enn(v)es(v) + e (v) =0. (5.108)

Thus, plugging (5.108) into the equality (5.107), we obtain precisely the desired rela-
tion (5.90).

We note that the relation (5.91) follows directly by applying the anti-automorphism
7 of X™(0sp(V)) given by (3.11) to (5.90) and using the formulas (3.38).

This completes our proof of Proposition 5.85. O

5.2.5 Relations for 0sp(5|0) case

In this case, we have X™(0sp(V)) ~ X™(s05) by Remark 3.25. The relations on
the generating currents e2(u), fo1(u), h1(u), hp(u) already follow from those for
Y™(gl,) from Theorem 3.70, due to Corollary 3.89. On the other hand, the relations
on the currents ex3(u), f32(u), ha (), h3(u) follow from those for X™ (osp (V1)) ~
X" (05p(3|0)) ~ X™(s03) as specified in Proposition 5.5.

Proposition 5.109 The following relations hold in X™ (0sp(5]0)):

[h(u), h3(v)] =0, (5.110)
[h3(w), e2()] =0,  [h3(w), f1(1)] =0, (5.111)
[h1(w), ex3()] =0, [h1(u), f52(v)] =0, (5.112)
ei2(), f520()] =0, [exs(m), L1(v)] =0, (5.113)

1
[e12(w), ex3(v)] = p— <€13(v) —613(14)+€12(M)€23(v)—612(U)€23(v)> , (5.114)

1
L2100, 2] = ——(f3100) = F1(0) = F2(0) for@) + f20) fa1 (@) ).
(5.115)
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This result goes back to [18]. We note however that (5.115) corrects a typo
in [18, (5.29)].

5.2.6 Relations for 0sp(3]2) case with the parity sequence (1, 0)

In this case, the relations on the generating currents eq>(u), fo1(u), hi(u), ho(u)
already follow from those of Theorem 3.70 for Y™ (gl(1|1)) with the parity sequence
Ty = YTy = (i, (_)), due to Corollary 3.89. On the other hand, the relations on the
currents ep3(u), f32(u), ha(u), h3(u) readily follow from those for X™ (osp (V1)) ~
X" (0sp(3]0)) ~ X™(s03) as specified in Proposition 5.5.

Proposition 5.116 The relations (5.110)—~(5.115) hold in X™ (0sp(V)).

Proof The relations (5.110)—(5.112) follow directly from Corollary 3.52. The rela-
tions (5.113) can be proved alike (5.89) by using Lemma 3.55. To do so, we consider
the corresponding relation

ler20), 85 @)1 = —— 1 @) (e12(0) — en ). (5.117)

u—v
As 1) = fo)ha(v), we have [enn(). 1)) = [e1(). f@)lha@) +
f32(0)[e12(u), h2(v)]. Combining this with [ej2(u), h2(v)] = —=ha(v)(e12(v) —
e12(u)), due to (3.72) and Corollary 3.89, we immediately obtain the commutativ-
ity [e12(u), f32(v)] = 0. Applying further the anti-automorphism t of X™(0sp(V))
given by (3.11), we also obtain [e23(v), f21(1)] = 0, due to the formulas (3.38).

The relations (5.114, 5.115) can be established similarly to (5.113). To this end, let
us consider the corresponding relation (3.56) for{ = 1l andk =2,i =2, j = 3:

1
U —

fer2). 13 @)1 = —— i) (e130) = er3)) (5.118)

As t%](v) = ha(v)ex3(v), we have [e1z(u),t2“3](v)] = [e12(u), ha(v)]ez(v) +
hy(v)[e12(u), e23(v)]. Combining this with £} (v) = ha(v) and [e12(u), ha(v)] =
ulv ha(v)(e12(v) —eq2(u)) from above, we obtain the desired relation (5.114). Apply-
ing the anti-automorphism t of X™(osp(V)) given by (3.11) to (5.114), we also
obtain (5.115), due to the formulas (3.38).

This completes our proof of Proposition 5.116. O

5.2.7 Relations for 0sp(1]4) and for 0sp(3]2) with the parity sequence (0, 1)

In these cases, the relations on the generating currents eq2(u), fo1(u), hi(u), ho(u)
already follow from those of Theorem 3.70 for Y™ (gl(V)) with the parity sequence
Yv = Yy being (0, 1) or (1, 1), due to Corollary 3.89. On the other hand, the
relations on the currents ep3(u), fax(u), hao(u), h3(u) readily follow from those for
X" (osp(VI)) ~ X™(0sp(1]2)) as specified in Proposition 5.17.
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Proposition 5.119 The following relations hold in X" (osp(V)):

[h1(u), h3(v)] =0, (5.120)
[A3(u), e2(W)] =0,  [h3(u), f21(1)] =0, (5.121)
[h1(w), e23(0)] =0, [h1 (W), f52(1)] =0, (5.122)
[erz(@), f52()] =0, [exs(u), f21(v)] =0, (5.123)

1
le12(u). €23(0)] = —— (€130 —e13(v) —er2@en ) +en®en(v)) . (5.124)

1
[21(w), fr2(v)] = m(fal(v) — f31() + fr2(v) f21(1) — f32(v)f21(v)> .

(5.125)
Additionally, we also have the following relations:

[ely), e2(0)] = —e14(v) — e14(v — 3) + e12(V)ers(v)

Feu@en—3) — (=D'enen®—3),  (5.126)

D) fo)] = far(0) + far (0 — 3) — faa(0) f21(v)
— P10 =D ) - Hie - . (5127

Proof The proof of (5.120)—(5.125) is completely analogous to that of Proposi-
tion 5.116; we leave details to the interested reader.

Let us now prove (5.126, 5.127). To this end, we start with the equality from
Lemma 4.27(e):

ers(v) = (=1 (614(1)) —e12(v)exs(v) — [e2(v), e§§>]) .
We can rewrite it in the form:
[e12)s €241 = —e1a(v) + er2@ers(®) + (= D'ers(v). (5.128)

Thus, it remains to re-express ezs(v). To do so, we recall the equality 77 (v + k) =
T(v)’] cy (v + k) of (4.4). In particular, comparing the (4, 5) matrix coefficients, we
obtained Lemma 4.27(b):

en@—3) = (=D'es),

cf. our proof of Lemma 4.1(d). Here, we used the equality &1 (v+«) =hs(v)™ Loy (v4x)
of (4.5), the equality (3.83), and finally the identity

k—(~D'=-3.
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Likewise, comparing the (3, 5) matrix coefficients, we obtain:
e13(v —3) = (E) as = e34(v)ess(v) — e3s(v) ,

cf. our proof of Lemma 4.1(i). Finally, comparing the (2, 5) matrix coefficients, we
obtain:

(—D'esw —3) = (E@)Mas
= —(e25(v) — e24(v)ess(v) — e23(v)e3s(v) + €23 (v)esa(v)esas(v)) .

Combining the above formulas for e14 (v — %), eis(v— %), and ejp (v — %), we obtain:

(=Dl ers() = —e1a(v — ) + e ez — 3) — (=) exs(W)erz(w—3). (5.129)

Plugging the right-hand side of (5.129) instead of (=1'ezs(v) in (5.128), we obtain
precisely (5.126).

Applying the anti-automorphism 7 of X™ (0sp(V)) given by (3.11) to (5.126), we
also obtain (5.127), due to the formulas (3.38). m]

6 Drinfeld orthosymplectic Yangians

In this section, we introduce the Drinfeld (extended) orthosymplectic Yangians of
osp(V) and identify them with their RTT counterparts from Sect. 3.

6.1 Drinfeld extended orthosymplectic super Yangian

We fix N,m, and V as in SecE. 21. Letn = |[N/2],sothat N = 2n or N =
2n + 1, and recall the notation i of (2.3). We define the Drinfeld extended Yangian
of osp(V), denoted by X (osp(V)), to be the associative C-superalgebra generated by
(errs firY 12t anim U e} 20 gt With the Zo-grading given by

leirl=Ifirl=i+i+1, |, =0 Vi<n+m,i<n+m+1,r>1,
n+m—1+n+m if N=2n,n+m=0

lenmrl = nemrl = ol ;
n+m.r Intm.r n+m+n+m+1 otherwise

b

and subject to the defining relations (6.1)-(6.32). To state the relations, form the
generating series:

e =Y eu, fiwy=Y fiou, @ =1+ hu"

r>1 r>1 r>1
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foralll <i<n+mandl1 <1 <n+m+1,as well as

gy =Y ei,u, fLa@)=Y fiu",

r>2 r>2

ki(u) =

@) i ) otherwise, with 1 <i <n+m

h,,+m_1(u)*1hn+m+1(u) if N=2nn+tm=0,i=n+m

Recall the basis e} of h* (dual to the basis {F,-i}l’.’ilm of the Cartan subalgebra ) of
osp(V)) from Sect. 2.2, the bilinear form (-, -) on h* determined by (2.12), the specific
simple roots {1, ..., onm} as specified in Sect. 2.3, and the resulting Cartan matrix

A= (aij) of (217)

Commutator of 4; (u) and A (v)

[hi(u),hj()] =0 VI=<i,j<n+m+1.

Commutator of e; (u) and f;(v)

T ki) — ki
[e,-(u),f,-<v)]=(Sl~,-(—1>'+12@M Vi<i,j<n+m,
1 if N=2n,n+m=1,i=n+m

where o =
@ 0 otherwise

Commutator of /; (u) and e (v)

Vi<i,j<n+m,

[hi (), ej ()] = —(ef, aj)hi () M

pymr1(u),ej()] =0 V1<j<n+m-—1,

(ntm+1(@), enpm—1(v)]
_hn+m+l(”)w if N=2n.n¥m=
— hn+m+1(”) en+m—|(”;33:;ﬂ+lil—l(v) if N=2n n+m=1,

0 if N=2n+1

1Ol

[nrm1 (@), enim (V)]

Y e if N=2n,0Fm=0

Dyt () @ =n @) e N = 2p =1
€n+m \U) —€ntm ntm(U—1)—enim

P 1 () (ZM(L_LJ ©) _ ent g”(u_)v_‘]; ®) hn+m+1(u)_

if N=2n+1,n+m=0

n+m —Cntm nm_lz_nm
Pt 1 (10) (e + <u3_2+ ® _ ent (uu—zf—)l/;+ <v>)

if N=2n+1,n+m=1
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Commutator of ; (u) and f;(v)

[hi (), fi()] = (e}, /)Mhi(u) Vi<i,j<n+m, (6.7)

Popmi1@), ] =0 V1<j<n+m—1, (6.8)

ntm+1@)s frrm—1(v)]
Jntm— l(u) fn+m 1(v) — —_0
h n+m +1(l/t) if N= 21’! n + m=0

= Mhnmmu) if N=2n,n¥m=1, (69)

u—v—2

0 if N=2n+1

[ntm+1(W), frotm V)]

fn+m(u) fn+m(v) 1 (1) if N=2n,n+m=0
ZM}’ +m+1 (1) if N=2n,n+m=1
n-tm ntm ntm U—1)— fnim
_ %{J() Roppma1 @) + Ry g1 () % . (6 10)

if N=2n+1,n+m=0
( fn+m(u) fn+m () + Snm —=1/2)— fn+m(U)) hn+m+1(u)

— u—v—1/2

if N=2n+1,n+m=1

Commutator of ¢; (u) and ¢; (v)
Unless N =2n+1,n+m=1,andi = n + m, we impose:

(i, ;) (ei(u) — e;(v))?

6.11
2 u—v ( )

lei(m), e; (V)] =

For the remainingcase N = 2n+1,n +m = I,andi = n+m, following (5.23, 5.27),
we impose:

E;H-m (u) - el/'H-m(v) + €n+m (u)2 — €n+m (U)z

lentm @), enym(v)] =

u—v u—=v
+en+m (u)en4m (V) — enym(V)enim(u) _ (€ntm () — enim (v))? (6.12)
2(u — v) 2(u — v)?
where we define e}, ., 1) = —€p4m U)* — [nim (W), €ntm.1].

Commutator of f;(u) and f;(v)
Unless N =2n+ 1, n+m=1,and i = n + m, we impose:

(i, i) (fi(u) — f;(v))? _

6.13
2 u—v ( )

Lfi@), fi(v)] = —
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For the remainingcase N = 2n+1,n +m = 1,andi = n+m, following (5.24,5.27),
we impose:

/ g 2 _ 2
im0, fgn(0)] = 2 = InenC Jwen @7 = om0

u—7v u—"7v
+fn+m W) futm @) = fopm @) frtm (V) . (frnam@) — fn+m(u))2 L (6.14)
2(u —v) 2(u —v)?

where we define £, () = fuim@)? + [fatm @), frim.1]-

Commutator of e; (1) and e (v) fori < j

UnlessN=2n,n+m=(_),n+m—1=i,andj=i+1=n+m,weimp0se:

ulef (u), ej (V)] — vlei (), e5(v)] = —(ai, oj)ei (u)e (v) . (6.15)

For N=2n,n+m=0,n+m—1=1,and j =i+ 1 = n + m, following (5.76)
we impose:

u[e;+’n_l(u), entm (V)] — vlepm—1(u), ez+m(v)]
=eprm-1W)enm() — epimV)enrm_1(u). (6.16)

Commutator of f; (u) and f;(v) fori < j

UnlessN:Zn,n—i—m:(_),n—i—m—l:i,andj:i—}—l:n+m,weimpose:

ul /7 @), fi)] = vl fi@), f7 )] = (i, a)) fj () fi(u). (6.17)

For N =2n,n+m=0,n+m—1=1,and j =i+ 1 = n + m, following (5.77)
we impose:

M[f,f+m71(u)a Sum )] = v froam—1), f;f+m(v)]
= — futm—1@) fram V) + furm ) fatm—1(u). (6.18)

“Additional” relations for N = 2n_+ landn+m=1
For N =2n + 1 and n + m = 1, following (5.126, 5.127), we impose:

3
[entm—1,1, €] =—e, (V) — e, (v—35)+

entm—1()€) 1 (V) €, Wenim-1(W=3) = (=) ey ey, (0= 3)
(6.19)

ntm—1.1s Fapm 1 = fitn @) + £, (0 — 3) —
Ftm @) Faem=1@) = fasm—10 = ) frym@) = fil @ = 3) frem (), (6.20)
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where e, . (w), f, ., (1) are as above, and following Lemmas 4.27(a,b), 4.30(a,b) we
also define:

e;,/+m(v) = —len+m—-1(V), enym.1], e;{;m(v) = [[en+m—l(v)v en+m,11, en+m,l] )

fr;/-l-m(v) = _[fn+m,la Jnam—1(W], fr;/—;-m (v) = _[fn+m,ls [fn+m,la fn+m—l(v)]] .

Standard Serre relations
For1 <i # j < n+ m such that a;; # 0 or a;; = 0, we impose:

(ad, ) i (ej 1) =0, (6.21)

(adg; )7 (fj.1) =0. (6.22)

For 1 <i <n + m such that a;; = 0, we impose:

lei1,ei1]1=0, (6.23)

[fi1, finl =0. (6.24)

Higher order Serre relations of degree 4
For any of the sub-diagrams (2.25)—(2.26), we impose:

[lej.1. el ler1. exn]] =0, (6.25)

[[fi1s finl Lfins fral] =0, (6.26)

cf. (2.27).

Higher order Serre relations of degree 3
For the sub-diagram (2.30) (corresponding to N = 2n,n +m > 3, and Yy ending
10), we impose:
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[er.1, les.1. €i1]] — [es.1. [er1. €i1]] =0, (6.27)
[fe Usas fial] = [foas Ufeas £in]] =0, (6.28)
cf. (2.31).
Higher order Serre relations of degree 6

For the sub-diagram (2.32) (corresponding to N = 2n, n +m > 3, and Yy ending

101), we impose:

[[ej,l,ez,l], [lej.1. er1], [6:,1,61(,1]]] =0, (6.29)

[[fj,l, feal [Ufins ferl Ui fk,]]]] =0, (6.30)
cf. (2.33).

Higher order Serre relations of degree 7
For the sub-diagram (2.34) (corresponding to N = 2n, n +m > 4, and Yy ending

001), we impose:

[[ei.isTejrsenl]. [lesr. ennl fer, exl]] =0, 6.31)
[[fm, Ufias feadls [Lfjas fial L, fk,l]]] =0, (6.32)

cf. (2.35).
Recall the generators {efr), fl.(r)}EilSner U {h,(r)}glliwm+1 of X™(asp(V)),

see (3.39). The following relation between X (0sp(V)) and X" (osp(V)) is the main
result of the present subsection.

Theorem 6.33 The assignment
eiri> e fir fO h, D Vi (6.34)
gives rise to a superalgebra isomorphism
T: X(osp(V)) => X" (0sp(V)).

Proof First, we verify that the series e; (1), f;(u), h,(u) satisfy the defining rela-
tions (6.1)-(6.32), so that the assignment (6.34) gives rise to a superalgebra
homomorphism

T: X(osp(V)) — X™(osp(V)). (6.35)

Forl <i,j <n+mand1 <1 < n+m,all these relations follow from Corollary 3.89
combined with the corresponding super A-type relations of Theorem 3.70. In the
remaining cases, the relations follow from the commutativity of Corollary 3.52 and
the rank < 2 relations of Sect. 5. The surjectivity of the homomorphism Y from (6.35)
follows from the results of Sects. 4.1-4.3.
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To prove the injectivity of (6.35), we follow the classical argument of [5]. First, we
note that Corollary 3.34 implies in the standard way,see e.g. [21, §6] that the set of
ordered monomials in

(hO, e fP V<t <ntm+1,i<j<i'=85.r =1}, (6.36)
with the powers of odd generators not exceeding 1, form a basis of X™(0sp(V)).

We define the elements {el(]r), f (r)} withi < j <i’' =85 gandr > 1 in the algebra

X (0sp(V)), so that the series e;; (u) = 3, e,(j)u and fj;(u) = ), (r)u” are
expressed through e; (1), f;(u) as in Sects. 4.1-4.2. These notations are compatlble
with those in X" (0sp(V)) as we clearly have Y(eij(u)) = e;jj(u) and Y(fj;(u)) =
fji(u). Thus, to prove the injectivity of (6.35) it suffices to show that X (osp(V)) is
spanned by the ordered monomials in (6.36), with the powers of odd generators not
exceeding 1.

Let X~ (0sp(V)) denote the positive subalgebra of X (osp(V)) generated by all
{ei.r}. We consider a filtration on X~ (osp(V)) defined viadeg e; , = r — 1, cf. (3.27).
Likewise, let X=(0sp(V)) denote the non-negative subalgebra of X (osp(V)) gener-
ated by all {e; ,, h, »}, and consider a filtration on X=(osp(V)) defined via deg ¢; , =
deg h,, = r —1.Letgr X~ (0sp(V)), gr X=(0sp(V)) denote the corresponding asso-

ciated graded algebras Similarly to Sect. 3.3, let e(r) = (- 1)’ (r) . We shall denote
the images of ¢ el.j in gr,._; X~ (0sp(V)) or gr,_IX (0sp(V)) s1mply by el.(j).7 Let
also l_zl(r) denote the image of &, , in gr,_; X=(osp(V)). Finally, we extend éi(]r.) to all
1<i<j<1via

&) = —(=1"*ige;e), (6.37)

similarly to the relation satlsﬁed by Fij € osp(V). To establish the aforementioned

spanning property of X~ (osp(V)), it suffices to show that e(r)

relations alike (2.10):

satisfy the commutation

~ 1 T _1
[e(r) e]((se)] 5161(24-3 ) 'y ,(_1)(t+1)(k+£) e}({;ﬂ )

— S (=)0, @ &yl 8ejr (=) g0, g7 =D (6.38)

We prove (6.38) by induction on r 4 s. The base of induction » = s = 1 is trivial as
our relations (6.1)—(6.32) are compatible with the defining relations of osp(V) @& C-c,
cf. Theorem 2.21. The proof of the induction step relies on Lemmas 6.41 and 6.47.
First, we define {o;;}1<j<j<1r C b™:

aj =y =ef —e€;, ap=aj=¢ te; VI<i<j<n+m,
Cintmtl =Opimi1 =€ V1<i<n4+m if N=2n+1,
L (6.39)
2ef if i=1
ajjr =

0 otherwise

7 Instead of a more confusing notation & ) as if using notations from Sect. 3.3.

ij
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According to (6.3), we have [k, 2, e 1 = (e, ) (e r+1 + h, 1€ ), so that
(h®. &1 = (e} ape™ Vi< j<n+m. (6.40)

This result can be generalized as follows:

Lemma6.41 Foranyl <i < j<1,1 <1 <n+m, andr > 1, we have
[h?, éfj?] = (e, a,,)e(’“) . (6.42)
Applying ad;—lm to (6.38), we thus obtain:

1 1
(€ aiple V. a1+ (e aw)le) eyt

= 8kj(e), aij + Otkz)e(r+ R (ef, aij + age) (=1 ITHERD 5;(5“) 6.43)
— (¢ e+ ) (=TT 0,6, 24 '

+ 8eje(ef aij + are) (1)K g0, '“*” ,
where we used the equalities

Sij(e), ai) = Skje), aij + o), Seile), anj) = dpile), aij + ake)
Srire), ajrg) = Brir(e) i +oare) . Bejr(e), anir) = 8¢jr(e), aij + ake)

which follow by comparing h-eigenvalues of all summands in (2.10). Note that if

a;j # ake,thenwecanfind1 <1 # j < n+m such that the matrix ( EZ’:ZY/; EZ':ZZ;) is
non-degenerate. Then, combining (6.43) forz, j, we obtain the desiredjlcorfnulgs (6.38)
for both commutators [e; (r+1) '(Y)] and ['(r) ek;l)] completing the induction step.
It thus remains to prove (6 38) for (i, j) = (k 0).

The proof of the latter result as well as the proof of Lemma 6.41 rely on Lemma 6.47.

To state this result, let us first summarize the inductive definition of él(;):

SRR CANGE (6.44)

forl <i<j<n4+mifN=2n+1lorl<i<j<n+mif N=2n,

_ _(1 . . _
~(r) [(r)+m 1> ,‘,jm tntmet) f N=2nand n+m=0 6.45
€ ntmt+l = ) —(1) . _ — o (6.45)
[l +mven+mn+m+1] if N—2n and n+m_1
as well as )
E(r) (— l)1+]+j Jj+1 [61(84,1)/7 —5 i+1] (646)
for 1 gi_<l§n+m1fN=2n+lor1 <i<j<n+mif N=2n,as well as
i=jifi=1
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Lemma6.47 (a) For1 <i < j < L%J +mandr,s > 1, we have:

—(r+s—1) (r) —(s)
el /+l [ell ’ j /J,.]]' (648)

(b) For N =2n andr,s > 1, we have:

) ~(s) ; - =0
srts=h _ le; n4m—=1° €ntm—1, n+m+1] f N=2nand ntms= (—) . (6.49)
brmtl 2[€,(r;2+m’ éfls-i)-m n+m+l] lf N=2nand n+m=1

(c)For1 <i<j <|_ J—l—maswellasz—thl—l andr,s > 1, we have:

—(r+s 1] 144+ j+1 5 —(f
e = (=!I s e (6.50)

Proofs of Lemma 6.41 and Lemma 6.47 We shall prove Lemma 6.47 by induction on
i, j, while at the same time also proving Lemma 6.41.

(a) We prove (6.48) by induction on j — i. According to the defining rela-
+) +1
tions (6.15, 6.16), we have [e ;r | i e;'S,)j—H] [ey)1 i ES]+)1] establishing the base
of induction. As for the induction step:

[e(r)’ ~(s) ] [[e(r) ( ) ] é(s) ] [ (r) [e(l) —(S) ]]

€j.j+ ij=10€j=1,j1 €j j+1 €ij—10€j—1,j2€jj+1
=[e l(r; 1’[65S)1J 51)/+1]] [[el(r; it ES)lj]’é%H]
G AR U B (6.51)
Here, we used the induction hypothesis in the first, third, and fifth equalities, while the
second and fourth equalities relied on the commutativity [e,(t? 1 511 /) +11 =0, which

follows from (6.21).
We can now also prove (6.42) for 1 <i < j < |_ L+ m arguing by induction
onj —i:

- 6.44 - -

;06 €ij-1"€j-1j
[W% I N | R R U /1]
= (e,aalj l)[—l(rj—&-ll)7-;l)1]]+(e“aj lJ)[e] 1,j° -52)1]]
C2 (1, aippe (6.52)

(b) The proofs of part (b) and of Lemma 6.41 in that case are completely analogous
to part (a).

(c) We prove (6.50) by a decreasing induction on j (with an inner decreasing
induction on 7). Let us note that once (6.50) is established for specific i, j and any
r, s, the validity of (6.42) for the same i, j and arbitrary r, 1 is derived exactly as
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explained in the proof of (a) above. For the base of induction, we shall consider the
cases N = 2n and N = 2n + 1 separately.

Case I: N=2nand j =n+m — 1. B
First, we treat the case i = n +m — 1 withn +m — 1 = 1. In this case, (6.50) is
equivalent to:

~(r) —(S) _ r5zr+s=1) S(D
[ n+m 1,n4+m+1° n+m—1,n+m] - [en+m—1,n+m+l’ en+m—1,n+m] . (6'53)

If n +m = 0, then (6.53) follows from (6.16). On the other hand, for n + m =

5 _ 10 S S
1 we have €htm—1 n+m+1 T f[en+m71,n+m’ en+m,n+m+l] by (6.45), [e Cotm—1.n+m’
_,(,&)m 1.ntm] = 0 by (6.11). Therefore, we get:

[ =(r) —(5) ]
n+m 1,n+m+1° n+m 1,n+m

_ l[ ~(r) —(1) le —(s) ]
-2 n+m—1,n+m’ n+m n+m+14 n+m 1,n4+m
_ 1[ ~(r) [e(l) —(S) ]
= 2L%+m-1 n4m’ Yn+mn+m+1° Chntm—1 ,Jn+m
(_) l[ ~(r) [e —(1) ]]
= 20[%+m—1 ,n+m’ n+m ntm+1° ntm—1 n+m
_ 1[ ~(r) —(?) l,é ~(1) ]
-2 n+m—1 n+m> n+m n+m+14 n+m 1,n+m

(b) [—(r-H 1) —(1) 1.
- en+m 1,n+m+1° n+m 1,n+m

This completes our proof of (6.53). B
Next, we treat the case i = n + m — 2. There are two cases to consider: n +m = 1

_ _ ~(r) — 1z
and n +m =0.1f n n+m 1 then Chntm—2.n+m+1 = f[en+m—2,n+m’ en+m,n+m+l]
and so we have:

[ ~(r) —(S) ]

Cntm— 2,n+m+1° Chtm— 1,n+m

[ =(r) —( ] ]
Cntm— 2,n+m> n+m n+m-+14 n+m 1,n+m

1
=3[

l[ ~(r) [6 ~(1) —(Y

2 L"n+m—2,n+m> n+m n+m+1° €ntm— 1n+m
1150 ~(s) D
E[en+m 2,n+m’ [en-i-m n+m+1- n+m 1 n+m]]
l[[ ~(r) —(Y) l.é S(D) ]
2 n+m —2,n+m> n+m n+m+14 n+m 1,n+m
[ ~(r+s—1) E(l) ]

n+m —2,n+m+1° “n+m—1,n+m

e

®

(6.46) (_1)l+n+m—l+n+m—l-n+m —(r+s—1)
- €n+m72,n+m+2 ’

where we used an already established [e Lﬁlm 2ntm> éﬁ)m 1.ntm] = 0 in the sec-

ond and fourth equalities. If 7 +m = 0, then instead we have efl lm 2ndmil =

(r) —(1) ® —(ﬁ ) _
[en+m—2,n+m—l’ n—+m— ln+m+1] as well as [en+m 1,n+m+1° n+m 1,n+m] - O’ due

to (6.21), cf. (6.57). Therefore, we obtain:
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(r) 2 ]

[en+m 2,n+m+1° Cntm— L,n+m

[[ ~(r) —(1) ] ~(s) ]
= [Lhym— 2,n+m—1° Cntm— Ln+m+14 Cntm— 1,n+m

+m—1(14+n+m=2) 5(1) ~(r) —(v)
_(_l)n " B [n+m 1n+m+1’[€n+m—2 n+m—1° €ntm— ln+m]]

@ Fm—1(14nFm=2) [5(1) —(rts—1) )

- _(_l)n " A [ Chntm—1,n+m+1° [en+n1 2n4+m—1° €ntm— 1n+m]]
— [[ ~(r+s—1) —(1) 1, (eY] ]

- n+m —2,n+m—1° n+m 1,n+m+14> en+m—l,n+m

(6:46) I+n+m—1 5(r+s—1)
=" (=D Ctm—2.n+m+2 "

The rest proceeds by a decreasing induction on i (with the base i = n +m — 2
established above). To this end, we note:

(r) —(Y) _ (1) —(Y) _
[el n+m+1° n+m 1 n+m] [[ i,i+1° 1+1 n+m+l]’ n+m—1 n+m] -
~(r) ~(1) ~(5) ~(r) ~(5) ~(1) _
[ [ l+1 n+m+1° en—i—m ln+m]] - [ [ ]] -

ii+1° i,i+1° 1+1 n+m+1° en+m—l,n+m
[[—(r) —(Y) l.é ~(1) ]_ [é(r—i-s—l) é(l) ]
ii+1° l+1 n+m+14° n+m 1,n+ml — Yin4+m+1° “n+m—1,n+m
(6é6) (_1)1+n+m—1(1+m) —(r+s—1)

i,n+m+2°

where in the first and fifth equalities we used already established cases of (6.38), while

® ) 1=0

the second and fourth equalities relied on the commutativity [e;7, |, €, 1 yim

due to (6.21).

Case2: N =2n+1land j =n+ m.

The proof is by a decreasing induction on i. We shall only give details for the base
of induction (i =n +m ori = n+ m — 1), as the step of induction is identical to the
above one for even N.

If i = n 4 m with n + m = 1, then according to (6.12) we get:

[e(r) ( ) 1=1e (r+s—1) é(l) 1= —(r+s 1)
n+m,n+m+1° n+m n+m+1 n+m n+m+1° “n4+m,n+m+1 n+m n+m+2

)

Ifi = n+m with n +m = 0, then [en+m nmals ] = 0 according

n+m n+m+1
to (6.11).
Let us now treat the case i = n+m — 1. If n +m = 0, then [E;E)rm bl
_,(lﬁJr)m’ner_H] = 0 as just shown. Therefore:
[ =(r) —(S) ]_ [[ =(r) —(l) ] =(s) ]
Chtm— 1,n+m+1° n+m n+m+14 — en+n1—l n+m’ n+m n+m+14 n+m n+m+1

[ ~(1) [e ~(r) ( ) ]] (@) [é(l) é(r+s—1) 1=
n+m nt+m+1° Lntm— 1,n4+m> n+m n+m+1 n+m,n+m—+1° “n+m—1,n+m—+1

[—(r+s—1) —(1) ] (6 46) _gr+s=D
n+m—1,n+m—+1° en+m,n+m+1 n+m 1,n+m+2*

If n + m = 1, then according to (6.46) it suffices to verify:

—(r) (9 S(r+s—1) (D
le Cntm—1,n+m* en+m,n+m+2] e Chntm—1.n+m* en+m,n+m+2]' (6.54)
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(€3] 5(s) ] =

To prove the latter, we recall (6.19) which implies [e, [, | 4 €m ntma2

26

€tm—1.ntmi2 for any s > 1. We also recall that

a I
entm—1n+m+2(V) = e;,Ner(v) = [[en+m71 (v), €n+)m,n+m+l]’ e;,J:m)nerJr]}

Applying the super Jacobi identity to the latter, we find

(€Y
entm—1ntm+2(V) = z[en+m 1Ln+m(V), [en+m n+m—+1° en+m,i1+m+l]] )

so that enlm Lndmis = %[61(1:)-171 Lntm _r(l-i)-m nim42]- This establishes (6.54) for

r = 1, s > 1. Commuting this further with h;lm_l several times, we derive the
equality (6.54) for any r, s > 1.

The above completes the base of induction on j. For the step of induction, we argue
as follows:

-(V) 1= (- 1)1+]+1+]+1]

_ NI R
G741y le

i(j+2)" j+1 j+2 1, jj+1]
(r) —(s) ]
1]
]

[
= (= I)H_H_H_J-H [1(1-5-2)/7 ]+1 j+20 €+l
e
[1e

~(r) = 1)
z(j+2)” /+1 /+2’ Jj+l
—(r) —(?) l.é —(1)
1(]+2)” J+1,j+24 ] Jj+1

(r+s—1 =(1) (6.46) I4+j+jj+1 —(r+s n
[l(1+1)/ epnl = =D €ij

(a) ey T 7
) (_l)l+j+1+j+1 Jj+2

I4+j+1+j 12
— (_1) +j+1+j+1 5+

]

Here, we used the induction hypothesis in the first and fifth equalities, while the

second and fourth equalities used the commutativity [el((ﬁj) e 5:‘]) +1] = 0, due to
already established cases of (6.38).
This completes our proof of part (c). O

It remains to treat the cases (i, j) = (k,£). Thecase j =n+m+1for N =2n+1
has been already treated in the proof of Lemma 6.47(c) above. Otherwise, we need to

show that [e(r), l(;)
asfor j =i+2=n+m+ 1 when N = 2n and n + m = 0), this commutativity

follows from (6.11). Otherwise, let us use already established cases of (6.38) to write
fj) = [e,(,i),ekj)] forany i < k < j with k # j’. Then, [él(jr),éfj)] = 0 follows

]=0,assuming 1 <i < j < i/—élf,(). For j =i+ 1 (as well

from already established equalities [e(r), l(,i)] =0, [é(r) é,((j)] = 0. The only case
when such k& may not exist is for N = 2n with i = n+m -1, j=n+m+1,
and n+m = 1 (as the case n +m = 0 has been already treated above). How-
ever, e,SJ)rm | n+m+1 3 [_flsim Lntm _;Qm n+m+1] in this case, and thus the desired

commutativity [en m—lntmls élm_l ntms1] = 0 follows from already established

() 5 =0, [2"D 50 1=0

equahtles [ n+m 1,n+m+1° n+m n+m+1 n+m 1,n+m+2> n+m n+m+1

This completes our proof of the equality (6.38), hence also of Theorem 6.33. O
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Remark 6.55 We note that the “additional” relations (6.19, 6.20) were used in the proof
of (6.54).

Remark 6.56 While the Serre relations (6.21)—(6.32) are literally the same as those
for osp(V) in Theorem 2.21, the classical argument allows to deduce more general
Serre relations by commuting the above further with the Cartan series h; (1), cf. [26,
Remark 2.61(b)]. Explicitly, we have:

(a) Generalizing (6.21, 6.22), the following relations hold:

sym [ei(un). [ei(w2), -+ [ei(w1-a,). ;)] -+ ]| =0, (6.57)

sym [ S, [fiG), -+ fiwiap, fiw]-]] =0, (6.58)

where Sym denotes the symmetrization with respect to all permutations of
{ula R} ul*(l”}'

(b) Generalizing (6.25, 6.26), the following relations hold (cf. (3.81)):
[[ej (), e: ()], [er (v2), ex (w)]] + [le; (), e: (v2)], [e: (v1), ex(w)]] =0, (6.59)
[Lfj @), frD], Lfi(2), fitw)]] + [[fj @), fi ()], [fi(w1), fu(w)]] = 0. (6.60)
(c) Generalizing (6.27, 6.28), the following relations hold:
[e:(u), [es(v), e; (w)]] — [e5 (), [e;(u), e;(w)]] =0, (6.61)
[fi@), [fs), fiw)]] = [fs ), Lfi ), fi(w)]] = 0. (6.62)

(d) Generalizing (6.29, 6.30), the following relations hold:

Sym [[ej (1), e (w1, [[ej(u2), e (v2)], [e;(v3), ek(w)]]] =0, (6.63)

sym [ Lf ), i@l [Lfwa), fiel L), fi)l]] =0, (664

where Sym denotes the symmetrization with respect to all permutations of {u1, us},
{vi, v2, v3}.

(e) Generalizing (6.31, 6.32), the following relations hold:

sym [ [er (), le; ), er 1], [lej(wa), er )], [er (), ex)]]| =0, (6.65)

Sym [[fi(z), Lfj (1), fiD]], [Lfj2), fi()], Lf: (v3). fk(W)]]] =0, (6.66)

where Sym denotes the symmetrization with respect to all permutations of {u1, us},
{vi, v2, v3}.
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Remark 6.67 We note that we presently derived (6.59, 6.60) from their simplest
cases (6.25, 6.26), unlike the super A-type of [26] where we rather derived the former
from the more general relations

[[ej,r+17 el,l]’ [Et’], ek,S+1]] == 0 = [[.fj,r-i—]v f‘t,l]a [f[,la fk,Y"l‘l]] V r,s Z 0'
(6.68)
In fact, the only reason we used this more general form (6.68) in [26] instead of

just (6.25, 6_26) is to treat the special case of gl(2|2) with the parity sequence (0, O, 1, 1)
or(1,1,0,0).

6.2 Drinfeld orthosymplectic super Yangian
Following the above notations, we define the Drinfeld Yangian of osp(V) denoted

by Y (0sp(V)), to be the associative C-superalgebra generated by {xl o ki r}1<?<n m
with the Z-grading given by

|x |—l+l+1 |k,’,|:(_) Vi<nd+m,i1<n+m,r>0,

9

n+m—1+4n+m if N=2n,n+m=0
|Xn+mr|_ .
n+m-+n+m+1 otherwise

and subject to the defining relations (6.70)—(6.85). To state the relations, form the
generating series:

xE(u) = foru—r—l . k) =1+ Zk,,,u—’—l . (6.69)

r>0 r>0

We also recall the symmetrized Cartan matrix B = (b;;) of (2.15) with b;; = (o, )
and the Cartan matrix A = (a;;) of (2.17). The defining relations of Y (osp(V)) are
as follows:

kir, kjs]=0 V1<i,j<n+m,r,s>0, (6.70)
(X XG0 =8ijkiyrs  VY1<i,j<n+m, rs=0, (6.71)
kio, X ] =4bij X7, V1<i,j<n+m,s>0, (6.72)
b.. ) ) _
[ki,r+1,XfS] — Lkir, th,s+1] = i% {ki.r, st} unless i = j and || = 1,
(6.73)

lkir, x ZS]_o for |a;| =1 unlessN =2n+1l,n+m=1,i =n+m,
(6.74)
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and in the latter case of N =2n + 1,n +m = 1,i = n + m, we rather impose:

[k (10) X,y 4 (V)]

1 X —1/2) — %, (V) 2 Xpam @+ 1) =%, (V)

= —kpym(u) (‘

3 u—v—1/2 3 u—v+1 ’
N 6.75)
[kn+m (u), Xn+m(v)]
_ (L@ 1D X5 @) 2 X5k D X5, @)
“\3 u—v—1/2 3 u—v+1 AR
061 X = DG X gy ] = j:% G x ) unless N=2n+Lntm=1i=j=n+m,
(6.76)

and in the latter case of N =2n+ l,n+m=1,i = Jj = n + m, we rather impose:

! !
Xt V) = X' ) X @07 = Xy ()2
u—uv u—v
X O 00 = X (X ) Oy () = Xy (1)
2(u — v) 2(u — v)?

Xy (0. %, ()] =

/ / (6.77)
Xt (1) = Xy (V) N o (12 =X ()2
u—v u—v
+ X;er (”)Xr;rm O X;+m (U)X;+m @) _ (X;+m () - Xr17+m (U))Z
2(u — v) 2(u — v)?

(X () Xy (V)] =

where we set

! 2
Xt () = X (17 DX (W), X o]

’_ _ 2 _ _
Xn+m(u) = _Xn—',-m(u) - [Xn+m(u)’ Xn+m’0] )

for N=2n+1landn +m = 1, we also impose:

Xt 1,00 Xt D] = =X W + ) = X 1 (0 = 1)
X O DX (V)X WX (0= D= (=1 I ()X, 7, (0—1)
(6.78)
X5 1,00 X ()] = X 5 V4 3) 4%, 55, (0 = 1)

IO P CEE ) B CE N (DS S OES DA (O
(6.79)
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with

”_ _ _ n_ _ _ _

Xn+m(v) = _[Xn+m—1(v)’ Xn+m,0] ’ n+m(v) = [[Xn+m l(v)’ Xn+m,0]’ Xn+m,0] >
+ _ + + o+ xT +

Xn+m(v) - _[XVH-m,()’ Xn+m—1(v)] ’ n+m(U) [ n+m,0° [x n+m,0’ Xn+m—1(v)]] ’

as well as the standard Serre relations

(adx_io)‘—“ff (xjfo) =0 for i#j, witha; #0ora; =0, (6.80)

5. x5l =0 if a; =0, (6.81)

and the following higher order Serre relations:

[[x jﬂo, ,0] [to,xk Eol] =0 for subdiagrams (2.25) — (2.26), (6.82)
(X0 160 X ol] = [0 [Xi0: X o] =0 for subdiagram (2.30),  (6.83)
[[x;ﬁo,xfo], [, x5, [xfo,x,jfo]]] —0 for subdiagram (2.32),  (6.84)
(D 00 x50 1], [0, X1 [, X5p1]] = 0 for subdiagram (2.34)

(6.85)

Remark 6.86 (a) The relation (6.70) can be equivalently written via the generating
series as:
ki), kj(w)]=0 V1<i,j<n+m. (6.87)

(b) The relation (6.71) can be equivalently written via the generating series as:

[xi*(u),xf(vn:—a,-jw Vi<ij<nim. 6.88)

(c) The relations (6.72)—(6.74) can be equivalently and uniformly written via the
generating series:

Mk (), + _
[ki (), x5 (v)] = ;lﬂ {ki (), x5 (u) — x5 ()}

2 u—"v

Vi<i,j<n+m. (6.89)

(d) The relations (6.76) imply the following equality on the generating series:

AL S — X (v), X; (u)—X (v)}

2 u—v

X" (), X; HOIEI LSO X; HOIEE:

(6.90)
The left-hand side above is usually written as [x:"(u), xT (v)] + [xji ), x*(v)] in

non-super case, but it rather becomes [xl.i(u), x/.i(v)] — [xf(u), xl.i(v)] if both simple
roots «;, ; are odd. '
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(e) It is not clear to us if (6.90) alone imply (6.76) unless i = j or b;; = 0. In non-
super case, one can first derive the r = s = 0 case of (6.76) from (6.90), and then
establish the general case of (6.76) by utilizing (6.89), see e.g. [26, Remark 2.61(b)].
In the present setup, since (6.89) holds always except for N = 2n,n +m = 1,i =
j = n+ m, one can thus derive (6.76) from (6.90) combined with (6.89) for all cases
but N+2m =5, vy =1,i # j.

Remark 6.91 We note that (6.75) can be equivalently written as follows, see (6.106):

[kn+m(u)a X;+m(v)]
(1 K @ 12) = X ()2 X (4= D) = Xy ()
N 3 u—v+1/2 3 u—v—1

(K-t (1), X5 4y (0)]

e () 1 X 0+ 1/2) =0 () 2 X = D) = %1, (V)
-t 3 u—v+1/2 3 u—v—1

) knm W) ,

(6.92)

Let us now relate the above algebra Y (0sp(V)) to Y™ (0sp(V)) of Sect. 3.2. To do
so, we follow the same strategy as in A-type, see [26, §2.5]. First, we define a sequence
ULy ..., Upym Vid

bii+1

uy:=u and Uiy =u; + for 1<i<n+m. (6.93)

Thus, u; = u;—; — % for 1 <i < n+ m, while u,,, satisfies

0 if N=2n,n+m=0
1 if N=2n,n+m=1
if N=2n+1,n+m=
if N=2n+1,n+m=1

(6.94)

Upn+m — Up+m—1 =

N|—
)]

= |

We also consider the following generating series with coefficients in X™ (osp(V)):

XF@) = frrnii), X7@) = (=Diei i @),
Ki(u) = hi(u) 'higi(ui) Y1<i<n+m, (6.95)

while X,ﬁrm(u), Ky+m(u) are defined by (6.95) for odd N, and otherwise are
given by:

fn+m+1,n+m—l(un+m—l) it N=2n,n+m=
Sntm+1n+m @nm) if N=2n,n+m=1

1Ol

X)) = , (6.96)
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Xo ) = {(1—1>"+m ensmtnimid Wnin1) i N =20, iFm=0
j(_l)n+n1 entm,n+m-+1Untm) it N=2n,n+m=1
(6.97)
Koo (1) — [hnm] 1) 1 (1) i N =20 0 Fm =0
hn+m(un+m)_lhn+m+l(un+m) it N=2n,n+m=1
(6.98)

We shall denote their coefficients by {X l+ X l_ - Ki,r}qi?gn o respectively, so that

XEw) = Z X5u7 K =1+ Z Kiu" b (6.99)

r>0 r>0

We note right away that all these elements actually belong to Y™ (asp(V)) of (3.18).

The following is the main result of this subsection:

Theorem 6.100 The assignment

xt > Xt ki, > K, Vi<i<n+m,r=>0 (6.101)

ir i,r>

gives rise to a superalgebra isomorphism
T: Y(osp(V)) => Y™ (0sp(V)).

Proof First, we verify that the currents Xii(u), K;(u) satisfy the defining rela-
tions (6.70)—(6.85), so that the assignment (6.101) gives rise to a superalgebra
homomorphism

Y: Y(osp(V)) — Y™ (osp(V)).

For 1 < i,j < n + m (respectively, i,j € {l,...,n +m — 2,n + m} for
N =2n,n+m = ()), all these relations follow from Corollary 3.89 (respec-
tively, Corollary 3.91) combined with the corresponding super A-type relations of
[26, Theorem 2.67]. In the remaining cases with max{i, j} =n+m and |i — j| > 2,
all the above relations follow from the commutativity statement of Corollary 3.52.
It thus remains to treat the cases i = j = n+mor {i,j} ={n+m —1,n + m}.
Evoking Theorem 3.47, these actually reduce to the corresponding relations in rank 1
(four cases treated in Sect. 5.1) and rank 2 (eight cases treated in Sect. 5.2), which are
verified case by case.

A uniform way to check the commutation formulas between K; (1) and X ]i (v) with
i,je{n4+m n+m—1}istopull h;(u)~" and ;1 (u) to the leftmost and rightmost
sides (in fact, only one of the two options works, as the other produces poles) in both
the left-hand and right-hand sides of (6.89). The only exception from this rule are the
casesi = j = n + m for odd N = 2n + 1. The latter essentially reduces to the rank
1 cases of 0sp(3]|0) and osp(1]2), which we treat next:

e Verification of (6.89) for 0sp(3|0), see also [18].
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According to (5.7, 5.8), we have [ha(u),en(v)] = }W
_ (612(14—2}’)4—_61)13(113)%2(14) and [ (1), e12(v)] = —h‘(”)(eli(_ul_e”(v)).The latter equality
implies:

71 u—v—1
hi(u) "en(v) = ﬁelz(v) + o

en(”)) hl(u)71 . (6.102)
Therefore, we obtain:

[y ()~ ha (), e12(v)]
= () [ha(u), e12(v)] — k1 ()~ [h1 (), e12(V)]h1 ()~ ho (u)

1 —1
= ———h1 ()" ha(u)(e12(u) — e12(v))

2(u — v)
N’ )~ er2(u — 1) — e (v) ) ha(u)

Xu—v-D 12 12 2
t— (e12(w) — era ()i ()~ ha(u) . (6.103)

Using (6.102), we see that the second summand above simplifies to:

1
—mhl(u)*l(elz(u — 1) —e12(v))h2(u)
= : hy(u)~'h
= —m(elz(u) —e1n()hi ()™ ha(u) .

Combining the above two equalities, we obtain the desired relation (cf. (6.89)):

{h1 @)™ ha(u), e12(u) — e12(v)}

1
(1 ()~ ha(u), e1n(v)] = 2 u—v

e Verification of (6.75) for osp(1]2).
According to (5.19, 5.20), we have [h2(u), e1n(v)] = ha(u) (M

u—v

u—v—1/2
implies:

+—812(”)7m(”71/2)> and [h1 (), e12(v)] = 11€W=¢nW) The Jatter equality also

u—uv 1
—epp(v) + ————ep(u + 1)) . (6.104)
u— 1 u— 1

e12(v)hy () ™! =h1(u)—1( o s

Therefore, we obtain:

[ha(u)hy ()™, e1a(v)]
= ho)[h1 @)™, e12()] + [ha(u), e12 ()1 (u) ™!
_ —1en() —en+1)
= ha(u)hy (u) pp—
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ha ) (612(14; : zlz(v) B elz(uu—_lf_) 1—/212(11)) @~ (6.105)

Using (6.104) to move & (u)~! to the leftmost part, we obtain the desired relation
(cf. (6.75)):

[ha(u)hy ()™, e12(v)]
Lenw—1/2) —en®) 2 en@+1)— m(v))

_ -1(_Z
= ha(u)h1(w) <3 ©—v—1/2 3 u—vtl

One could alternatively move both /1 (1) ™", k(1) to the rightmost part, thus deriving
(cf. (6.92)):

[h1 ()™ ha(u), e12(v)]
_(_Venw+1/2) —ep() 2epw—1)—en)
U3 u—v+1/2 3 u—v—1

>h1(u)_1h2(u)-
(6.106)

Let us also comment on the commutation formulas (6.76, 6.77) between X li (u)
and X7 (v) fori, j € {n+m,n+m—1}. Fori = j = n+m with N = 2n, the result
follows from the commutator formulas (3.75, 3.76) through Corollaries 3.89, 3.91,
see also Remark 6.86(e). Fori = j =n +m, N = 2n + 1, n +m = 0, the relations
follow from the similar relations (5.11, 5.12) in the rank 1 case of 0sp(3|0). Likewise,
fori =j=n+mN=2n+1,n+m = 1, the relation (6.77) follows from
the similar relations (5.23, 5.24) in the rank 1 case of osp(1]2). Finally, verification
of (6.76) for {i, j} = {n +m — 1, n +m} reduces to the rank 2 cases. Unless N = 2n
and n + m = 0, the corresponding relations always had the form:

fena ), ex®] = —— (e — e — 120003 ) + e@en®m)

[f21(w), f2(v)] = ﬁ <f31(v) f31(u) + f32(v) f21(u) — f32(v)f21(v)),

with §f € {—1, 1, 2}. These relations imply (6.76): this is explained in [5, End of §5]
fort =—1.fN=2n,n+m=0,n+m—1=0, then(676)followsfrom(5 60).
In the remaining case N = 2n,n +m = 0,n +m — 1 = 1, the relation (6.76) follows
in turn from (5.76, 5.77).

Combining the fact that the coefficients of {e; (), f; (), h, )} S0+ gen-

erate X™ (0sp(V)) with the tensor product decomposition (3.19), description of the
center ZX™ (0sp(V)), and the factorization of the central generating series cy () from
Lemmas 4.31, 4.45, 4.49, we conclude that the homomorphism Y is surjective. The
injectivity of T follows from the injectivity of (6.35).

Alternatively, one can use (3.19) and identify Y (0sp(V)) with the preimage of
Y™ (0sp(V)) under (6.35). This amounts to checking that the subalgebra of X (osp(V))
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generated by the same-named currents (6.95)—(6.98) is isomorphic to Y (osp(V))
defined via generators and relations. O

Remark 6.107 The Serre relations (6.80)—(6.85) can be generalized exactly as in
Remark 6.56.
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Appendix A. Low rank identification through 6-fold fusion

For m = 0 (respectively, N = 0), our straightforward treatment of the correspond-
ing RTT orthogonal (respectively, symplectic) Yangians is slightly different from the
one in [18]. More specifically, the arguments of [18] crucially utilized, see the proof
of [18, Proposition 5.4] the low level isomorphisms established in [3, Section 4].
The aim of this appendix is thus twofold. Starting from the 6-fold R-matrix fusion
argument of [3], used to explicitly construct isomorphisms X™ (s03) >~ Y™ (gl,) and
Y™ (s03) ~ Y™ (sl,), we construct analogous isomorphisms® X™(s0) ~ Y™ (gl,)
and Y™(s06) =~ Y™(sly4). Finally, we explain why applying this approach to
Y™ (gl(1]2)) recovers an algebra that looks surprisingly different® from X™ (osp(22)).

® 503 vs gly.

Consider the Yangian Y™ (gl,) = Y™ (g[(C?)) associated with the R-matrix R(x) =
I— 5, where P € End (C2 ® (Cz) is the permutation operator. Here, we choose a basis
{v1, v} of C? and use T(x) to denote the corresponding 2 x 2 generator matrix of
Y™(gl,), see Sect. 3.6.

The symmetric square V = $2(C?) = R(—1)(C? ® C?) has a basis

VI =VI®Vi, v= \L@(Vl QV2+V2®Vi), v3=-V2QV.
Let X™(s03) be the corresponding RTT extended orthogonal Yangian of Sect. 3.1.

Here, N=3,m =0,k =1/2,60 =6, =63 =1, P, Q areasin (3.1, 3.2), and R(u)
is defined in (3.4).

8 These isomorphisms are known to experts, but we did not find explicit RTT-type realizations in the
literature.

9 We thank A. Molev who noted that there is actually an algebra isomorphism X (0sp(2|2)) =~ Y (gl(1]2))
between the Drinfeld realizations of these Yangians, which however does not admit any nice RTT-type
interpretation.
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Remark A.1 The above choice of V, its basis {vy, v, v3}, and the key RTT-type con-
struction of Proposition A.5 are all crucially based on the following two simple
observations:

(a) theassignmente — ﬁFlz, f— ﬁFz],/’l +— 2F11,where {h, e, f}denotesthe
standard basis of s[> and F;; are asin (2.8), gives rise to a Lie algebra isomorphism
p: sl = s03;

(b) the vector space isomorphism p: §2(C?) = C3 mapping vy, v2, v3 to the stan-
dard basis of C? is compatible with the above Lie algebra isomorphism, that is:

p(x ) = p(x)(p(v)).

Consider the tensor product space (C2)®*, and we shall view V ® V as a natural
subspace of (C?)®? ® (C2)®% = (C?)®*. Moreover, the operator % . % =
%Rlz(— 1)R34(—1) defines a projection of (C?)®? ® (C?)®2 onto this subspace V® V.

Let us consider the following

1+Pjp 1+P3y

6-fold fusi R =
old fusion Ry (1) > 3

‘R14(2u—DR13(2u)Ro4 (2u)R3 2u+1)

(A2)
which can be equivalently written as

I1+Pip 1+P3

Ry (1) = Ro3(2u + 1)R13(2u)Ro4 Qu)R14(2u — 1) - 5 R

since the R-matrix R(u) satisfies the Yang—Baxter equation (3.63). The subspace
V ® V is clearly stable under the operator Ry (u#). The following observation first
appeared in [3, Lemma 4.5]:

Lemma A.3 We have the equality of operatorsin V ® V:

R _2u—1 | P 0 _2u—1 R Ad
v =g, '(_Z+u—1/z>_2u+1' (w0 A9

Thus, Ry(u) € EndV ® End V coincides with the R-matrix R(u) for so3 =
s50(V), up to a scalar factor. Combining this result with the repeated application of the
defining RTT relation (3.64) and the PBW theorem for X" (s03), one easily obtains [3,
Proposition 4.4, Corollary 4.6]:

Proposition A.5 (a) The assignment
1+P 14+P
T (u) — — T1Qu)TQu+1) =T2Qu+ DT1Ru) - —

gives rise to an algebra isomorphism ¢: X™(s03) —=> Y™ (gl,).

(b) The restriction of the isomorphism from (a) to the subalgebra Y™ (s03) of X™ (s03)
gives rise to an algebra isomorphism ¢ : Y™ (s03) > Y™ (sl5).

@ Springer



Orthosymplectic Yangians Page930f100 43

We refer the interested reader to [3] for more details and the explicit formulas for

o (tij(u)).

® 506 VS gly.

Consider the Yangian Y™ (gl,) = Y™ (gl(C*)) associated with the R-matrix R(x) =
I- 5 of (3.62). Here, we apply the construction of Sect. 3.6 to V = C*, and fix its
specific basis {vy, v2, v3, v4}. We shall use T(x) to denote the corresponding 4 x 4
generator matrix of Y™ (gl,).

The second exterior power V = AZ(C*) = R(1)(C* ® C*) has a basis

V] = V1AV2, V) =V]AV3, V3 =V2AV3, V4 =V]AV4, V5 =V4AV2, Vg = V3AV4.

(A.6)
Let X™(s06) be the corresponding RTT extended orthogonal Yangian of Sect. 3.1.
Here, N =6,m =0,k =2,0, =---=0¢ =1, P, Qare asin (3.1, 3.2), and R(u)

is defined in (3.4).

Remark A.7 The above choice of V, its basis {vk},?:l, and the key RTT-type con-
struction of Proposition A.11 are all crucially based on the following two simple
observations:

(a) the assignment Ejp +— F3, Ex3 — Fia, E3q4 +— Foa, E21 — F3,E3p +—
Fo1, Eq3 — Fyp, with F;; € gl(V) from (2.8), gives rise to a Lie algebra isomor-
phism p: sly — s0¢;

(b) the vector space isomorphism p: A%(C*) —> C°® mapping vy, . .., ve to the stan-
dard basis of C% is compatible with the above Lie algebra isomorphism, that is:

px @) = px)(p)).

Consider the tensor product space (C*)®4, and we shall view V ® V as a natural
subspace of (C*)®? @ (C*H®2 = (C*)®*. Moreover, the operator # . % =
%Rlz(l)RM(l) defines a projection of (C*)®? ® (C*)®? onto this subspace V ® V.

Let us consider the following
. 1—Ppp 1—-Py
6-fold fusion Ry (u) := — T3 Ri4(u + 1DR13(m)Roa(mu)Roz(u — 1),
(A.8)

which can be equivalently written as

1—-Pi2 1—-Pyy

Ry (u) = Roz(u — 1)Ry3(u)Ro4(u)R1a(u + 1) - 5 R

since the R-matrix R(u) satisfies the Yang—Baxter equation (3.63). The subspace
V ® V is clearly stable under the operator Ry (u). The following result is analogous
to Lemma A.3:

Lemma A.9 We have the equality of operatorsin V ® V:

u—2 P (0] u—2
Rv(u):—-<I——+ >= -R(u). (A.10)
u—1 u u—2 u—1
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Proof Straightforward computation. O

Thus, Ry (u) € End V ®End V coincides with the R-matrix R (u) for sog = s0(V),
up to a scalar factor. Combining this observation with the repeated application of the
defining RTT relation (3.64) and the PBW theorem for X™(s06), one obtains the
following analog of Proposition A.5:

Proposition A.11 (a) The assignment

1-P 1-P
T(u) — 5 Ti(w+DTa(uw) =Ta2@)Ti(w+1) - >

gives rise to an algebra isomorphism ¢ : X" (s06) —> Y™ (gl,).

(b) The restriction of the isomorphism from (a) to the subalgebra Y™ (sog) of X" (s06)
gives rise to an algebra isomorphism ¢ : Y™ (s06) —> Y™ (sly).

Remark A.12 (a) As for any f(u) € 1+ uC[[u17] there exists gw) € 1+
uICIu1] satisfying f(u) = g(u)g(u + 1), we have g 0o = ¢ o ¢, so that part
(b) follows immediately from part (a).

(b) Combining ¢ of Proposition A.l11(b) with the evaluation homomorphism
Y™ (sly) — U (sly) (given by tij (u) > 8 + (E;; — 8;; EutEntEstlasy, =1 and the
isomorphism U (sl4) >~ U (so0g) of Remark A.7(a), we obtain an algebra epimorphism
Y™(s06) — U (s0¢), cf. [3, Corollary 4.7].

(c) The images ¢ (#x¢(u)) can be explicitly described as follows:

1
O (tee(u)) = §<tap(u+1)tbq (u)_taq (u+1)tbp(u)_tbp(u+1)taq (u)‘l‘tbq(u‘l‘l)tap(u)) s

for unique indices 1 < a, b, p, q < 4 satisfying vy = v4 A Vp and vg = V), A Vg,
see (A.6).

e 05p(2|2) vs gl(1]2).

Consider a superspace V = C!2 with a basis {vi, v2, v3} whose parity is |vi| =
I, |va| =0, |v3| = 1.Let Y™ (gl(C'1?)) be the corresponding RTT Yangian associated
with the R-matrix R(u) =1— 5 and let T(u) denote the corresponding 3 x 3 generator
matrix of Y™(gl(V)), see Sect. 3.6.

We note that the gl(C!1?)-module'® C'> @ C'"> decomposes into the direct sum
of 4-dimensional S2(C'?) = R(-=1)(C!'? @ C'?) and 5-dimensional AZ(C'1?) =
R(1)(C'? @ C!?) submodules. The symmetric square V = S2(V) = $2(C'?) has a
basis

V1 = VIQV2+VI®V2, V2 =Vo®V2, U3 =VIQV3i—V3QV], U4 = VaQV3+V3iQVva,

10 Recall that in the super case the action on the tensor product is given by x(v ® w) = x(v) ® w +
(=D Ply @ x(w).

@ Springer



Orthosymplectic Yangians Page950f100 43

with a parity |v1| = |vg] = 1, |va| = |v3| = 0. Let X™(0sp(V)) be the corresponding
RTT extended orthosymplectic Yangian of Sect. 3.1. Here, N =2, m = 1,k = —1
according to (3.3), 61 = 6, = 63 = 1,604 = —1 according to (2.4), P, Q are as
in (3.1, 3.2), and R(u) is as in (3.4).

Remark A.13 (a) The Dynkin diagram of s((C'?) = A(C'?) is . .

which coincides with the Dynkin diagram of osp(V) for the parity sequence Yy =
(1, 0), see Sect. 2.3. Therefore, one has an abstract isomorphism of Lie superalgebras
sl(V) >~ osp(V).

(b) The assignment

1 1 1
Ep— 7§F12, Exz > %Fls, Ei3 > 5Fi4,

Esyi—> Py, En—> —-LFy, E3 — iF
21 V2 21, 32 2 31, 31 2141,

Eii+ Ep— $(Fii+ Fn). En+ E— —3(Fi1 — Fn),

with F;; € gl(V) of (2.8), gives rise to a Lie superalgebra isomorphism
p: sl(V) = osp(V), cf. (a).

(c) However, in contrast to Remarks A.1(b), A.7(b), there is no isomorphism between

s[(V)-module S%(V) and the natural osp(V)-module V, intertwined by the isomor-
phism p from part (b).

(d) According to [20], the Lie superalgebra sl(C'?) admits a 1-parameter fam-
ily of non-isomorphic 4-dimensional modules, denoted by [b, 1/2]. The generators
St, Vi, Vi of [20, §2.1] may be related to ours via:

Vi < %@Elz, Vi %@Eza V_ %Eﬁ,

V_ o —%Egl, Sy < Ej3, S_ < E3p. (A.14)

The explicit action of sl(C! |2) on [b, 1/2] is provided in [20, §4.1]. In particular, com-
bining [20, (21, 22)] with (A.14), the lower-triangular generators can be represented
by the following matrices:

00 0 0 0 0 00 0000
V260 0 0 0 0 00 0000

Ey — , E3p — , E31 — ,
00 0 0 —V2a 0 00 0000
0 0—2y0 0 200 1000

with the constants «, 8, y, € satisfying 4oy = 1 + 2b,4Be = 1 — 2b. It is now
straightforward to check that the 4-dimensional sl(V)-module S2(V) corresponds to
b = —3/2, while the pull-back of the 4-dimensional osp(V)-module V under the
isomorphism p of part (b) corresponds to b = 0.
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Consider the tensor product space (C!'?)®4 We shall view V ® V as a natural
subspace of (C'1%)®? @ (C!12)®2 = (C'12)®* while the operator % . % =
3—1R12(—1)R34(—1) defines a projection of (C'?)®2 @ (C!?)®2 onto this subspace
V ® V. Similarly to (A.2), we consider

I1+Ppp 1+P3
: “Ri4(u — DR13(m)Roa(u)Ro3(u + 1)

2 2
1+Pip 1+P3y
= Roz(u + DR3(u)Rog(u)Rig(u — 1) - > T -

(A.15)

6-fold fusion Ry (u) :=

The subspace V ® V is clearly stable under Ry (1). Moreover, this operator satisfies
the Yang—Baxter equation according to our next result:

Lemma A.16 The operator Ry (u) € End V @ End V satisfies the Yang—Baxter equa-
tion (1.2).

Proof First, let us note the following equalities of operators in (End C!12)®4:

1+2P12 . 1+2P34 PPy — l+2P12 _ 1+2P34 Py
1 +2P12 1 +2P34 PP = 1 +2P12 ’ 1+2P34 P,
1 +2P12 1 +2P34 PPy — 1 +2P12 . 1-1-2& P3Py (A1)

Using (A.17), we obtain the following simplified formula for Ry (1) of (A.15):

1+Ppp 14+P P P P P 2P;3P
Ry (u) = +Pi 1+Py 1— 14+ P4+ P13+ P 13424 (A18)
2 2 u—+1 u(u+1)
Therefore, the restriction of Ry (1) to V @ V is simply given by:
Py + Py + P13+ P 2P13P
Ry(u) =1 — 14 4 13 23 13 P24 (A.19)

u+1 uw+1)°

cf. [3, (4.21)].

Using the formula (A.19), it is easy now to compute the corresponding 16 x 16
matrix for the action of Ry (u) in the ordered basis {v| ® v, v1 @ v2, ..., V4 ® V3,
V4 @u4lof V®V:
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a(u) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 bu)y O 0 cm) O 0 0 0 0 0 0 0 0 0 0
0 0 du O 0 0 0 0 ew) O 0 0 0 0 0 0
0 0 O f(w) 0 0 —k@w) 0 0 —k@w) 0 O gw) O O O
0 cw) O 0 bm) O 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 iu) O 0 0 0 0 0 0 0 0 0
0 0 0 hw 0 O 1 0 0O jw O O —h@w) O 0O O
R (M) _ 0o 0 0 0 0 0 0 b O 0 0 0 0 cm O 0
v - 0 0 ewm O 0 0 0 0 du)y O 0 0 0 0 0 0
0 0 0 hw) 0 O jw O O 1 0 0 —h@w) O 0 O
0o 0 0 0 0 0 0 0 0 0 Ilu O 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 du)y O 0 ew) O
0 0 0 gw) 0 O k(u O 0 kw) O O f(m O 0 0
0o 0 0 0 0 0 0 cu O 0 0 0 0 bm) O 0
0 0 0 0 0 0 0 0 0 0 0 ew) O 0 du) O
0o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a(u)
(A.20)
where
u—1Dwu+2) —2(u—1) u+2
a)=———>—"—""—", cw)=——-, e(u)=———,
u(u+1) u(u+1) u(u+1)
u— . (u—1D(u—2) .
guwy=——, iW=——"-—-—", juw)=—"-—-,
u(u+1) u(u+1) u(u—+1) (A21)
u—1 u+2 u
bu)=—, du)=—, u) = ,
(u) u+1 @) u+1 f ) u+1
-2 1 u—+2
hu) = ——, ku)=—, lu)= .
(@) u—+1 (@) u—+1 @)

Finally, we have verified on the computer that the above matrix (A.20, A.21) indeed
satisfies the Yang—Baxter equation (1.2). O

However, in view of Remark A.13(c,d), it is not surprising that Ry (u) is not a scalar
multiple of the orthosymplectic R-matrix R(au) of 0sp(2]2) = osp(V) foranya € C,
in contrast to Lemma A.3.

Remark A.22 Let us match both the 6-fold fusion Ry (1) and the orthosymplectic R-
matrix R(u) with the special cases of the R-matrix from [25]. We use R rMm(u, b) to
denote the 16 x 16 matrix of [25, (2)], which at u = 0 reduces to the identity and not
to the permutation operator.

(a) We have
u(u+1) v
—————— Ry(u) = S Rgm(u, —3) PS™" (A.23)
(u—1(u+2)
with
—-100 0 00000000 0 00 O
000010000000 0000O0
0000000010000 000O0
000000000000-100 0
0100000000000 000O0
0000010000000 000O0
850 80000000 0 00 8
P = 001 0000000000000 (A'24)
000000100000 0000
000000000010 0000
000 0000000000010
000-100000000 0 00 O
000000010000 0000
000000000001 0 00O
0000000000000 00-1
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and

(A.25)

S o o o
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— O
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o o
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9

We note that it is Rgps (1, b) P and not R rM (u, b) that satisfy the Yang—Baxter equa-

tion (1.2).

v

(b) Likewise, the orthosymplectic R-matrix R(u) of (3.4) for N =2, m = 1 (so that

(1, 0) is explicitly given by the following

—1) with the parity sequence Yy

matrix:

K =

S O O o o o o

S © © © O

—l=

oS O© O

(==l el

=
Tl o o

o o o

oS o O

(==l el

ut1
(A.26)

0 0

It is related to that of [25, (2)] via the following equality:

(A.27)

v

R(u) = Rru(—%,0) P,

u
u—1

with P as in (A.24).
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