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Abstract. Higher-order properties of functional magnetic resonance
imaging (fMRI) induced connectivity have been shown to unravel many
exclusive topological and dynamical insights beyond pairwise interac-
tions. Nonetheless, whether these fMRI-induced higher-order proper-
ties play a role in disentangling other neuroimaging modalities’ insights
remains largely unexplored and poorly understood. In this work, by ana-
lyzing fMRI data from the Human Connectome Project Young Adult
dataset using persistent homology, we discovered that the volume-
optimal persistence homological scaffolds of fMRI-based functional con-
nectomes exhibited conservative topological reconfigurations from the
resting state to attentional task-positive state. Specifically, while reflect-
ing the extent to which each cortical region contributed to functional
cycles following different cognitive demands, these reconfigurations were
constrained such that the spatial distribution of cavities in the connec-
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tome is relatively conserved. Most importantly, such level of contribu-
tions covaried with powers of aperiodic activities mostly within the theta-
alpha (4-12 Hz) band measured by magnetoencephalography (MEG).
This comprehensive result suggests that fMRI-induced hemodynamics
and MEG theta-alpha aperiodic activities are governed by the same func-
tional constraints specific to each cortical morpho-structure. Method-
ologically, our work paves the way toward an innovative computing
paradigm in multimodal neuroimaging topological learning. The code for
our analyses is provided in https://github.com/ngcaonghi/scaffold noise.

1 Introduction

Many real-world systems can be characterized not only by graphs, which are
described by nodes and pairwise relations but also by complexes and hyper-
graphs, elucidating higher-order relations [13,14]. Interactions between these
higher-order structures have been demonstrated to elucidate complex dynam-
ics, such as phase transitions induced by emergent phenomena in complex net-
works [4], that could not be fully explained by pairwise interactions alone. In
neuroscience, brain dynamics analysis based on such higher-order descriptions of
neuronal populations has yielded statistically and topologically significant results
[9,10,14,27]. Underlying such successes is a family of analytical tools commonly
referred to as Topological Data Analysis (TDA) [8,11], which includes persis-
tent homology (PH) [11]. Using PH on functional connections deriving from
functional magnetic resonance imaging (fMRI), several studies have identified
differences between cognitive abilities [24], brain states [24], and brain regions
[9,21] in terms of higher-order features (e.g., topological invariants) pertaining
to voids (cavities) and cycles. However, the relationships between these topo-
logical invariants (e.g., cycles) and other neural correlates, such as anatomical
structures and electrophysiological dynamics, remain poorly understood.

Among such neural correlates are cortical aperiodic dynamics, which have
recently gained growing interest due to their implicated roles in cognition [23],
consciousness [28], aging [31], and diseases [25,26]. Generative mechanisms of
these dynamics, particularly those within the gamma band (> 30 Hz), have been
linked to several biological processes [19]. However, aperiodic activities on the
level of cortical regions below the gamma band (< 30 Hz) are significantly less
understood.

In this study, using the notion of PH scaffolds developed by Petri et al.
[24], we associate a critical link between fMRI-induced human brain large-scale
functional connectivity cycles and aperiodic magnetoencephalography (MEG)
activities in theta-alpha range (4-12 Hz). Specifically, we discovered that for each
parcellated region in the cortex, changes in its contribution to maintaining homo-
logical cycle persistence were positively correlated with changes in its theta-alpha
aperiodic power. Comprehensively, our pioneering work paves the way toward
a new, innovative computing paradigm in multimodal neuroimaging topological
learning.

https://github.com/ngcaonghi/scaffold_noise
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2 Methods

2.1 Overview of Topological Data Analysis

Topological Data Analysis (TDA) [8] is an emerging field focusing on under-
standing the “shape” of data (denoted as X) through homology theory [7].
Classical homology groups [7] capture voids and cycles of topological spaces
in various dimensions i (e.g., connected components (i = 0), rings (i = 1), and
cavities (i = 2), and so on). Functional connectomes (FCs, denoted as G) in this
paper refer to symmetric matrices, whose entries are pair-wise functional cou-
plings quantified by Pearson correlations, realized from X. Extracting topological
information involves mapping an FC onto a topological space by constructing
its simplicial clique complex Δ(G), which represents higher-order interactions:
G → Δ(G). This involves defining a threshold r sampled from a set of distinct
weight values in FC, which determines a corresponding binarized scaffold G(r).
The associated homology groups Hi(Δ(G)) then become a function of r. Along
the process of scanning r from 0 to 1, homology is born and annihilated. The
sequence of these births and deaths is mathematically captured by persistence
homology [11].

More precisely speaking, the simplicial clique complex Δ(G) takes the form of
a filtration F : K0 ⊆ K1 ⊆ · · · ⊆ Km, which is a growing sequence of discretized
spaces yielded along the scanning process from 0 to 1. In F , each simplicial
complex Ki is a union of building blocks such as vertices, edges, triangles, and
higher dimensional analogs. Given a filtration F , persistent homology produces
a set of intervals—called the barcode—as a scheme for quantifying the “signifi-
cance” (e.g. persistence) of topological features in spaces. In the barcode of F ,
each interval registers the birth and death of a homology feature in the sequence
with the longer intervals typically considered to correspond to more significant
features (see [6,8]).

2.2 Volume-Optimal Persistent Cycles

Although cycles make up features in homology, the barcode of a filtration F does
not provide concrete representative cycles for the homology features born and
died in the sequence. However, these representatives for persistent homology,
termed as persistent cycles, reveal rather crucial insights into the topological
spaces over which filtrations are taken.

Definition 1. For an interval [b, d) in the barcode of F , a persistent cycle for
[b, d) is a cycle born in Kb (existing in Kb but not in Kb−1) and becoming trivial
in Kd (is not a boundary in Kd−1 but becomes a boundary in Kd).

As indicated in several works (e.g., [22]), an interval in the barcode could have
more than one persistent cycle, among which a canonical choice is to compute an
optimized persistent cycle with weights typically reflecting the intrinsic areas of
the cycles. Such weight-optimized cycles can provide the tightest representations
of the holes characterized by persistent homology. However, Dey et al. [7] showed
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that computing optimal persistent cycles is NP-hard in general. In this paper, we
utilize a Python library called HomCloud developed by Obayashi [22] for comput-
ing persistent cycles. HomCloud uses a linear-program-based algorithm for com-
puting optimized persistent cycles and indeed targets volume-optimal persistent
cycles, where weights of the higher dimensional bounding chains are optimized.
In this paper, we found that the persistent cycles produced by HomCloud typ-
ically have good quality (better than the non-optimized ones produced by the
original persistence algorithm [11]). More importantly, mathematical constructs
based on such cycles can afford additional interpretations about the volume of
the cavities that they wrap around.

2.3 HCP Data Processing

Persistence Homological Scaffolds of Resting-State and Task-Based
Hemodynamic Networks. We used resting-state and task-based 3T fMRI
data from a subset of the Human Connectome Project Young Adult dataset
[29], preprocessed by the Neuromatch Academy [16]. Our study focused on left-
hand, right-hand, left-foot, and right-foot motor tasks, and 0-back faces, 0-back
tools, 2-back faces, and 2-back tools working memory tasks. To ensure valid
extrapolation to MEG neural correlates, we excluded 20 subjects that underwent
the same task conditions during MEG recording trials. The resulting sample size
was N = 319, each of which represents the BOLD signals of one subject under
resting and task conditions and parcellated according to the Glasser atlas [15].

Functional connectivity matrices were computed for each subject by comput-
ing Pearson correlation coefficients between BOLD time series of region pairs. To
perform persistent cycle discovery with HomCloud on every connectivity matrix
G, we converted each pairwise correlation term r into a pseudo-distance index
ω := 1 − r while excluding negative correlations (Fig. 1.I.A). For each pseudo-
distance matrix with weights {ω}, we generated a Vietoris-Rips filtration F of
the homological group H1. Every complex in F entailed a birth-death interval
[b, d) where b, d ∈ {ω}, a volume-optimal persistent cycle gt, and its persistence
πgt

= d−b (Figs. 1.I.B and 1.I.C). From this point, we followed the approach out-
lined by Petri et al. [24] to calculate the persistence homological scaffold network
Hp

G composed of the volume-optimal cycles (Fig. 1.I.D). Specifically, for every
edge ei,j between nodes i and j belonging to multiple cycles g0, g1, · · · , gs, its
weight is wπ

i,j =
∑

gt|ei,j∈gt
πgt

. The group-averaged scaffold matrix was gener-
ated for each experimental condition (Fig. 1.I.E), from which we calculated the

persistence centrality (PC) indices defined by PC(i) =
∑

j wπ
i,j

(∑
j,k wπ

j,k

)−1

for each node i (Fig. 1.I.F). For comparative purposes, we also calculated the
degree centrality (DC) indices from the original functional connectivity matrix
G with edge weights {r}, whereby DC(i) = (

∑
j ri,j)(

∑
j,k rj,k)−1.

MEG Data Preprocessing. We used MEG data from the same HCP dataset
under the same task conditions but with the subjects previously excluded from
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Fig. 1. Data processing pipelines. I. From fMRI functional connectivity to persistence
centrality. II. From sensor-level MEG signals to Glasser-parcellated power spectrum
decomposition.

the fMRI data analysis (n = 20) and preprocessed as previously detailed by
Larson-Prior et al., 2013 [20]. Each subject’s data comprised 12-second segments
of randomly epoched resting-state data and task-evoked data starting from the
first stimulus onset of each task block. We performed source reconstruction using
linearly constrained minimum variance (LCMV) beamformers [30] on boundary
element method (BEM) surfaces derived from subject anatomy data. The source
estimates were then grouped by labels defined by the Glasser atlas and averaged
across sources (Fig. 1.II.A), resulting in a single time series per epoch for every
Glasser region.

Power Spectrum Decomposition. On each Glasser-parcellated MEG epoch,
we computed the power spectral density using Welch’s method (with 2-second
Hann windows and 1-second overlaps) and performed spectrum decomposition
using the irregular-resampling auto-spectral analysis (IRASA) method developed
by Wen & Liu, 2015 [32]. The resulting aperiodic and periodic spectra spanned
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a frequency band of 1 to 120 Hz (Fig. 1.II.B). Epoch-level spectra were averaged
to produce those for the resting state and every task condition (Fig. 1.II.C). To
avoid high-frequency artifacts that might contaminate downstream analyses, we
only considered power in the range of 1 to 90 Hz.

3 Result

3.1 Directions of Change in Persistence Centralities Are Consistent
Across Attentional Task Conditions

In Fig. 2.A and 2.D, the spatial distributions of resting-state PC and DC are por-
trayed on a Glasser-parcellated surface. Figure 2.B maps ΔPC, representing the
PCs during the motor task and right foot condition subtracted by the resting-
state PCs, on the same brain surface. The mapped surface shows a coarse-grained
global gradient of ΔPC starting from the deepest ΔPC sinks (in blue) in the
dorsal areas to the sources (in red) in ventral regions. Notably, this gradient
does not exhibit a hemisphere asymmetry (Fig. 2.C), as evidenced by similar
distributions of sinks and sources across hemispheres for each functional net-
work (p > 0.34 > 0.05, Mann-Whitney U -test). Figures 2.E and 2.F demonstrate
the ΔDC counterparts of Figs. 2.B and 2.C, respectively, revealing a different
distribution of sinks and sources that shows hemispheric asymmetry. See Sup-
plementary information, Figures S1 and S2 for a comprehensive comparison of
PC, DC, ΔPC, and ΔDC distributions across all task conditions.

Figure 2.G demonstrates the relationship between resting-state PC (or DC)
and ΔPC (or ΔDC) evoked by each task condition. All ΔPC vectors have
strongly negative correlations with the resting-state PC (p << 0.05, Kendall’s τ
for rank association), while their ΔDC counterparts show weak or non-significant
correlations. ΔPC and ΔDC clusters are at least not positively correlated as
demonstrated by the minimum angular difference of 1.7373 radians, i.e., nearly
orthogonal (visualized by multidimensional scaling, MDS, in Fig. 2.H). Figure 2.I
sketches the distributions of angular differences within each cluster, showing that
spatial patterns of PC sinks and sources are more consistent across tasks and
conditions than those of DC.

From the observations above, we concluded that ΔPC was more correlated
with changes in cognitive demand than with the nature of the task, while ΔDC
was task-specific. Spatially, ΔPC exhibited patterns such as “sinks” concen-
trated in the Dorsal-Attention network and “sources” in the Auditory network
and part of the Cingulo-Opercular network previously identified as the salience
network [18]. Such “sink” and “source” regions indicated the reduction and
increase, respectively, of the volumes of functional connectome cavities incident
to those regions. Since the spatial distributions of ΔPC “sinks” and “sources”
were consistent across task conditions (Supplementary information, Figures S1),
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Fig. 2. Resting state-subtracted PC (ΔPC) captures task-evoked hemodynamic pat-
terns nonspecific to task conditions, whereas resting state-subtracted DC (ΔDC) is
more condition-specific.

we further concluded that under different cognitive demands, cavities in the func-
tional connectomes were conserved in space and relatively invariant to changes
in cortical computations.

3.2 Persistence Centralities and Theta-Alpha Aperiodic Band
Powers Change in the Same Direction

We observed that ΔPC coincided with aperiodic dynamic patterns outlined in
previous fMRI-EEG studies [17]. Further corroborating this correlation, cosine
similarities between ΔPC and changes in band power ratios (ΔBPRs) within
the theta-alpha range were significantly higher than those between ΔBPRs and
ΔDC.

Figures 3.A and 3.B present Isomap projections of ΔPC and ΔDC, respec-
tively, evoked by right-foot cues during the motor task. These allow for visual
comparison with the Δ BPR of canonical bands (delta: 2-4 Hz, theta: 4-8 Hz,
alpha: 8-12 Hz, beta: 12-25 Hz, gamma: 25-90 Hz), also projected using Isomap
and depicted in Figs. 3.C to 3.G. Δ BPR was also computed for 32 frequency
bands whose endpoints were logarithmically spaced within the range of 2 to
90 Hz. Cosine similarities between these Δ BPRs and ΔPC (orange) or ΔDC
(blue) under the motor, right-foot condition are shown in Fig. 3.H. Absolute
cosine similarities averaged across conditions are shown in Fig. 3.I, suggesting
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Fig. 3. Regional alterations in bandpower ratio (Δ BPR) of cortical aperiodic activ-
ity within the theta-alpha range (4 - 12 Hz) exhibit a stronger alignment with ΔPC
compared to ΔDC.

that ΔPC better predicts Δ BPRs in the theta-alpha and gamma ranges (p =
0.0156 and p = 0.0078, respectively, cluster-based permutation paired t-test).
Similar analyses for the periodic component resulted in statistically insignificant
correlations between periodic activities and ΔPC or ΔDC.

4 Discussion

By exploring the relationship between fMRI and MEG data from a novel bi-
modal perspective, this study reveals two previously undocumented phenomena.
Firstly, the persistence centrality (PC) of each cortical structure, representing
its participation in persistent cycles relative to the total participation, demon-
strates predictable changes between brain states induced by different attentional
demands. Specifically, regardless of the task nature, functional cavities incident
to structures with high PCs tend to contract when attention is required, and
vice versa. Secondly, the directions of change in PC predict those in the power
of theta-alpha aperiodic activities on the brain-wide scale. These observations
underscore a relationship between BOLD signals and electrophysiological activ-
ities that pairwise interactions, if represented only by node degrees, cannot fully
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describe. In other words, it must rely on the notion of volume-optimal functional
cycles.

Since changes in these functional cycles and their associated changes in the
aperiodic spectra are robust across normal brain states, it might be possible that
they emerge from a common constraint regime governing both hemodynamics
and aperiodic electrodynamics that vary among subjects (e.g., fingerprint [1–
3,5,12]). This relatively new notion of a constraint regime described by cycles
suggests new directions toward understanding the generative mechanisms of
BOLD signals and sub-gamma aperiodic spectra. Future investigations—which
might involve connections to subcortical structures such as the thalamus—can
help detail or expand the current models of BOLD functional connectivity on the
systemic macrovascular level. More broadly, by leveraging topological assump-
tions that persist throughout different normal brain states, homological cycles
in the brain can provide better guidance for treatments of outlying brain states
indicative of psychological disorders, neuropathologies, and neurodegeneration.
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