
Math 201: Introduction to Probability

Sample Final Exam

June 20th, 2023

NAME (please print legibly):

Your University ID Number:

� The exam will be 180 minutes long. You will get extra time in the end to upload the

exam to Gradescope.

� There are 14 pages.

� A sheet with values of Φ(x) is provided.

� You may use any formulas from class without proof as long as you state it accurately.

� No calculators, phones, electronic devices, books, notes are allowed during the exam.

The only materials you are allowed to use are are pen/pencil and paper. In particular,

you are NOT allowed to take the exam on a tablet.

� You are allowed to use a phone or tablet to take photographs of your answer sheet

once the exam is over. If you finish early, you must take permission before taking

photographs. Once you start taking photographs, you are not allowed to write.

� Show all work and justify all answers as much as possible. You may not receive

full credit for a correct answer if insufficient work is shown or insufficient justification

is given.

� You do not need to simplify complicated expressions such as
�
200
15

�
or 500!.
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QUESTION VALUE SCORE

1 0

2 15(A)

3 15(A)

4 10(A)

5 20(A)

6 30(B)

7 30(B)

8 20(B)

9 20(B)

10 20(B)

11 20(B)

TOTAL 200
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Value Table of Φ(x)
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1. (0 points) Copy the following honesty pledge on to your answer sheet. Remember to

sign and date it.

Pledge of Honesty

I affirm that I will not give or receive any unauthorized help on this exam, and that all work

will be my own.

Signature:
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(A) 2. (15(A) points)

Let X be a random variable with probability density function

fX(x) =




e−x + 2cx if 0 ≤ x ≤ 1

0 otherwise.

where c is a constant.

(a) Find c.

(b) Find E[X].

(c) Find the cumulative distribution function (c.d.f.) of X.
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(A) 3. (15(A) points) Scientists are trying to do an experiment. They know the out-

come of the experiment X is random variable with distribution Ber(1/2). However, due to

inaccuracies in their measuring equipment, there is a noise parameter G ∼ Exp(1/3), and

what actually gets measured by the equipment is M = X +G. Assuming that X and G are

independent, what is the probability that X = 1 if the measurement M is at least 4?
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(A) 4. (10(A) points) In the city of Gotham, anyone who likes drinking tea doesn’t like

drinking anything else. If everyone likes at least one of the beverages tea, coffee, or soda,

10% of people like tea, 50% people like soda, and 60% of people like coffee, then how many

people like both coffee and soda?
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(A) 5. (20(A) points)

You want to find out how popular pineapple is on pizzas. You randomly call 90, 000 people

around the US and among them 42, 000 said pineapple on a pizza is unacceptable.

(a) Give a 95% confidence interval for the true proportion who find pineapple on a pizza

unacceptable.

(b) A national vote was held about pineapple on a pizza. The result says 40% of the

population finds pineapple on a pizza unacceptable. Alfredo’s sells pizzas with pineapple

on them at $9 per pizza, and pizzas without pineapple on them at $10. Let Xn be the

money Alfredo’s makes from selling n pizzas. Express Xn in terms of a distribution you

know.

(c) Find

lim
n→∞

P(Xn > 9.5n).
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(B) 6. (30(B) points)

Suppose (X, Y ) are uniformly distributed on the triangular region

D = {(x, y) : x+ y ≤ 1, x ≥ 0, y ≥ 0}

(a) Find the marginal density functions fX and fY .

(b) Find MX(t).

(c) Let A be the area of the square bounded by the points (0, 0), (X, 0), (0, Y ), and (X, Y ).

Compute E[A].

(d) Using your computations in (b) and (c) or otherwise, find the correlation coefficient

Corr[X, Y ].

(e) Are X and Y independent? Remember to justify your answer.
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(B) 7. (30(B) points)

Suppose X and Y are independent random variables with the following moment generating

functions (m.g.f.),

MX(t) =
1

4
e−t +

1

4
+

1

2
et,

MY (t) =
2

3
e−t +

1

3
e2t.

(a) Find the probability mass functions (p.m.f.) pX and pY .

(b) Find the joint p.m.f., pX,Y (x, y) and express it as a table.

(c) Let Z = X + Y . What is MZ(t)?

(d) Compute the p.m.f. pZ .

(e) Compute Var[Z2].
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(B) 8. (20(B) points)

Recall that NegBin(k, p) for k ∈ N and 0 < p < 1 is the negative binomial distribution and

it is defined as the number of independent Ber(p) trials before one sees k successes.

The p.m.f. of X ∼ NegBin(k, p) is given by

pX(n) = P (X = n) =

�
n− 1

k − 1

�
pk(1− p)n−k.

In the following parts, it may be useful to recall that if Y ∼ Geom(p), then

E[Y ] =
1

p
Var[Y ] =

1− p

p2
.

(a) Find a formula for E[X] and Var[X ]. (Hint: do not compute this directly! Instead, use

the relationship between NegBin and Geom.)

(b) In class, we showed using the central limit theorem that when n is a large positive integer,

then Poisson(n) behaves like a normal variable. Mimic this argument to show that when

k is a large positive integer, then NegBin(k, p) behaves like a normal variable. What are

its parameters?
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(B) 9. (20(B) points)

On average Watson and Holmes have to wait 20 days between visits by Lestrade. Lestrade

just left after a visit, and suppose X is the number of days from now he will visit again.

(a) If you know nothing else about the distribution of X, what upper bound can you provide

for the probability that X > 50? Clearly state any inequality you use, and explain why

the hypotheses apply.

(b) Suppose X is a continuous random variable. You can assume that X is memoryless – if

Lestrade hasn’t visited after t days, then probability he will take at least s more days is

the same as the probability that he would have taken s days in the first place. That is,

P (X > s+ t|X > t) = P (X > s).

Can you identify the distribution of X?

(c) Compute P (X > 50) exactly.

(d) Compute an upper bound on P (X > 50) using Chebyshev’s inequality.
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(B) 10. (20(B) points)

Two-Face rolls a standard die repeatedly. Let Aj be the indicator random variable for the

event that the jth roll is 1, and Bj be the indicator random variable for the event that the

jth roll is 2.

(a) Find E[AjBk]. (Hint: consider the cases j = k and j ̸= k separately)

(b) Let X be the number of 1s and Y be the number of 2s that show up in n rolls of the

die. Find E[XY ].

(c) Compute Cov[X, Y ].

(d) Compute an upper bound on P (X > 50) using Chebyshev’s inequality.
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(B) 11. (20(B) points) No Hobbit in Middle-Earth is taller than 5 feet. You decide to

go around randomly asking Hobbits their height to get a good estimate for their average

height. Using the law of large numbers, estimate how many Hobbits you need to ask before

there is a 99% chance that the average height you sampled differs from the actual average

by at most 1 inch? [Note: 12 inches is 1 feet.]


