# Math 201: Introduction to Probability 

Sample Midterm
May 31st, 2023

NAME (please print legibly): $\qquad$
Your University ID Number: $\qquad$

- The exam will be 120 minutes long. You will get extra time in the end to upload the exam to Gradescope. $9: 00$ AM - 11:00 AM
- There are 10 pages.

- You may use any formulas from class without proof as long as you state it accurately except where you are specifically asked for a proof. $X \sim \operatorname{Bin}(3,1 / 3)$

$$
\mathbb{E}(x)=n \cdot p
$$

- No calculators, phones, electronic devices, books, notes are allowed during the exam. - $3 \cdot \frac{1}{3}$ The only materials you are allowed to use are are pen/pencil and paper. In particular, you are NOT allowed to take the exam on a tablet.
- You are allowed to use a phone or tablet to take photographs of your answer sheet once the exam is over. If you finish early, you must take permission before taking photographs. Once you start taking photographs, you are not allowed to write.
- Show all work and justify all answers as much as possible. You may not receive full credit for a correct answer if insufficient work is shown or insufficient justification is given.
- You do not need to simplify complicated expressions such as $\binom{200}{15}$ or 500!. (UNLESS


| QUESTION | VALUE | SCORE |
| ---: | ---: | ---: |
| 1 | 0 |  |
| 2 | 25 |  |
| 3 | 20 |  |
| 4 | 15 |  |
| 5 | 20 |  |
| 6 | 20 |  |
| 7 | 20 |  |
| TOTAL | 120 |  |



1. ( 0 points) Copy the following honesty pledge on to your answer sheet. Remember to sign and date it.

## Pledge of Honesty

I affirm that I will not give or receive any unauthorized help on this exam, and that all work will be my own.

## Signature:

2. (25 points)

Consider two urns, labelled $H$ and $T$ respectively. $H$ contains two red balls and three balls. $T$ contains five red balls and two green balls. Flip a coin and then uniformly draw two balls from the appropriate urn ( $H$ if heads, $T$ if tails).
(a) What is the probability that you draw two green balls?

LAW OF TOTAL PROB.
$H=$ HEADS FLIPPED, $T=$ TAILS FLIPPED

$H \cup T=\Omega, \quad \| \cap T=\phi$
$H \cup T=\Omega, \quad \| \cap T=\varnothing$
$P(2 G)=P(2 G \mid T) \cdot P(T)+P(2 G / H) \cdot P(H)=\frac{P(2 G \mid T)}{\frac{2 \cdot 1}{7 \cdot 6}}$ (ORDER
(b) What is the probability that you draw two red balls?

$$
P(2 R)=\underbrace{P(2 R \mid T)}_{\frac{5.21}{7.6} \cdot \frac{1}{2}} \cdot \underbrace{P(T)}_{\frac{2}{5.4}}+\underbrace{P(2 R \mid H)} \cdot \underbrace{P(H)}
$$

$$
\frac{\left.\binom{2}{2} \begin{array}{c}
(\text { ORDER } \\
\text { MATTERS) } \\
\binom{7}{2} \\
\text { [ORDER } \\
\text { DCESNTT MATTER } \\
\text { MAT }
\end{array}\right]}{}
$$

(c) What is the probability that you draw two blue balls?

$$
\begin{array}{r}
P(2 B)=P(2 B \mid H) \cdot P\left(f_{1}\right)+P(2 B / T) \cdot P(T) \\
11+\underset{\downarrow}{\downarrow} \cdot \underset{\downarrow}{5 \cdot 4} \cdot 1 / 2+0
\end{array}
$$

(d) Given that you drew two balls of different colors, what is the probability that the coin flip turned up heads?

$$
\begin{aligned}
& P(H \mid \text { DIFF. })=\frac{P(H \cap D \text { eFF. })}{(P \text { (DIFF. })} \\
& 1-P(S A M E)=\frac{1 / 2}{}=\frac{P(H)}{P(D I F F(H) P(H)+P F \mid H)} \\
& P(S A M I)=P(2 R)+P(2 G) \\
& +P(2 B) \\
& =(a)+(b)+(c) \\
& \text { P(PIFF } \mid H)=\frac{3 \times 2}{\binom{5}{2}} \\
& =3 \times 2 / 5 \cdot 2=3 / 5
\end{aligned}
$$

3. ( 20 points) The Fates get up every morning and roll 3000 fair, standard dice and count the number of times they roll a number divisible by 3 . Let $F$ be this count.
(a) $F$ is an example of a random variable you have seen before. Identify the distribution and the parameters that specify the distribution.

$$
\begin{array}{rl}
F & \sim \operatorname{Bin}(n, p) \\
n=3000 & p=\operatorname{SUCCFSS} \\
& =2 / 6=1 / 3
\end{array}
$$

(b) State the general formula for the mean and variance the of random variable you identified

$$
\begin{aligned}
& \text { in part (a). } \operatorname{Bin}(n, p) \\
& \text { MEAN }=n p \\
& \text { VARIANCE }=n p(1-p)
\end{aligned}
$$

(c) Derive the formula for the variance you stated in part (b). (You do not need to prove the formula for the expectation).
LOOK IN LECTURE NOTES
(d) What is the mean and variance of $F$ ?

$$
\begin{array}{rl}
F(F) & =n \cdot p=3000 \cdot \frac{1}{3}=1000 \\
V & V(F)=n \cdot p(1-p)
\end{array}=3000 \cdot \frac{1}{3} \cdot \frac{2}{3} .
$$

4. (15 points) Two events $A$ and $B$ are called mutually exclusive if $P(A B)=0$. Suppose $A, B$, and $C$ are events such that and such that both of the following are true:

- $P(A)=0.1, \quad P(B)=0.8, \quad P(C)=0.4$.
\&. $B$ and $C$ are mutually exclusive. $\quad P(B C)=0$

$$
A B C \leq \quad B C
$$

$$
\begin{aligned}
& A B C \leq P C \\
& M \Rightarrow P P P(A B C) \leq \frac{P(B C)}{0}
\end{aligned}
$$

$$
\Rightarrow P(A B C)=0
$$

- $A$ and $B$ are independent.

$$
\begin{aligned}
P(A \cap B) & =P(A) P(B) \\
& \Rightarrow P(A B)=0.1 \times 0.8=0.08
\end{aligned}
$$

Is it possible that $A$ and $C$ are independent?

$$
\begin{aligned}
& Q: P(A C)=P(A) P(C)=0.1 \times 0.1=0.04 \\
& P(B \subset C)=0 \\
& P(B \cup C)=P(B)+P(C)-P(B \cap C) \\
& =0.8+0.4=1.2>1 \\
& P(A \cup B \cup C)=P(A)+P(B)+\mathbb{P}(C) \\
& -\underbrace{P(A B)-P(B C)}_{0-08}-\underbrace{P(A C)}_{0.04} \\
& +P(A B C) \\
& =0.1+0.8+0.4-0.08 \\
& -0.04 \\
& =1.3-0.12=1 \cdot 18>1
\end{aligned}
$$

5. (20 points)

Define $f:\{0,1\}^{2} \rightarrow\{0,1\}$ by
IND. $e$ $F A J$.
COINTFLIPS

$$
f(x, y)= \begin{cases}1 & \text { if } x \neq y \\ 0 & \text { otherwise }\end{cases}
$$

$$
f(y, x)= \begin{cases}1 & y+x \\ 0 & \text { on }\end{cases}
$$

$$
=f(x, y)
$$

Thus, $f(0,0)=f(1,1)=0$ and $f(1,0)=f(0,1)=1$. This is called the XOR operation.
Let $X, Y$ be independent Bernoulli random variables with success probability $1 / 2$. Thus, $X$ and $Y$ are $\{0,1\}$-valued. Further, let $Z$ be a random variable defined by

$$
Z=f(X, Y)=\left\{\begin{array}{ccc}
Z \text { be a random variable defined by } & \pm F & X \neq y \\
0 & \geq F & X=y
\end{array}\right.
$$

(a) Show that $X, Y, Z$ are pairwise independent.
(b) Are they mutually independent?

$$
x \leftrightarrow y
$$

(1) $x \&$ Y ARE IND.
(2) $x \& z$ ARE IND
(3) $y \& Z$ ARE IND.
(BY SYMMETRY IV xe y


$$
f(x, y)=f(y, x))
$$

$$
\begin{aligned}
& P\left(x=k_{1}, z=k_{2}\right)=P\left(x=k_{1}\right) P\left(z=k_{2}\right) \\
& k_{1}, k_{2} \in\{0,1\} \quad P\left(x=k_{1}\right)=1 / 2 \quad k_{1} \in\{0,1\} \\
& P(z=0)=P(f(x, y)=0)=P(x=y)=P(x=y=1) \\
& P(z=1)=1-1 / 2=1 / 2 \quad+P(x=1=0) \\
& \\
&
\end{aligned}
$$

$$
\begin{gathered}
P(x=0, z=1)=P(x=0, y=1) \\
x=\frac{\mathbb{1}}{0}, y=1
\end{gathered}
$$

(a) Compute the value of $P(X \leqslant 1)$ exactly up to four digits. You may use the fact that $9^{10} \simeq 3.487 \times 10^{9}$ and $9^{9} \simeq 3.874 \times \frac{10^{8}}{}$.

$$
\begin{aligned}
& 9^{10} \simeq 3.487 \times 10^{9} \text { and } 9^{9} \simeq 3.874 \times \frac{10^{8}}{P} \\
& P(X \leq 1)=1 P=1) \\
&=\sum_{k=0}^{1}\binom{n}{k} P^{k} \cdot(1-P)^{n-k}=\binom{10}{0} \cdot\left(\frac{1}{10}\right)^{6}\left(\frac{9}{10}\right)^{10}+\binom{10}{1} \cdot\left(\frac{1}{16}\right)^{1}\left(\frac{9}{10}\right)^{9} \\
&=9^{10} / 10^{10}+9^{9} / 10^{10}=\frac{9^{10}+9^{9} \times 10}{10^{10}}=\frac{(3.487+3.874)}{10}
\end{aligned}
$$

(b) Compute the Poisson approximation for $P(X \leqslant 1)$ up to four digits. You may use the fact that $9=3.487 \times 10^{9}$ and $9^{9}$.

$$
X \approx \operatorname{Pois}(\lambda)
$$

$$
\lambda=r p=10 \cdot 1 / 10=1
$$

$$
\begin{aligned}
& 2 e^{-1}=\operatorname{VALUE} \\
& =P(x=0)+P(x-1)=0.7361 \\
& \approx \sum_{k=0}^{1} e^{-\lambda} \cdot \lambda^{k}=e^{-1} \cdot \frac{1}{k!}+\frac{e^{-1} \cdot 1^{1}}{1!}=2 e^{-1} \approx
\end{aligned}
$$

$$
p(x \leq 1)=p(x=0)+p(x-1)
$$

(c) Compute the normal approximation without continuity correction for $P(X \leqslant 1)$ up to four digits. $\quad X \approx M\left(\mu, \Delta^{2}\right)$

$$
\begin{aligned}
& F_{F}(x)=1 \\
& \operatorname{Van}(x)=10 \cdot \frac{1}{10} \cdot \frac{9}{10}=\frac{9}{10}
\end{aligned}
$$

(d) Compute the normal approximation with continuity correction for $P(X \leqslant 1)$ up to four digits. You may use the fact that


$$
\begin{aligned}
& P(x \leqslant 1)=P(0 \leqslant x \leqslant 1) \\
& =P(0.5 \leq x \leq 1.5)=P\left(\frac{-0.5}{\sqrt{9 / 10}} \leq \frac{x-1}{\sqrt{9 / 10}} \leq \frac{0.5}{\sqrt{9 / 10}}\right) \\
& \text { (e) Which of the above three approximations is the best? } \\
& \text { POISsON }>\text { NORMAL } \longrightarrow \text { NORMAL } \\
& \text { W/ CONT. Wto CONT. } \\
& \begin{aligned}
& \Phi\left(\frac{0.5}{\sqrt{9 / p}}\right)-\Phi\left(\frac{-0.5}{\sqrt{9 / 0}}\right) \\
\approx & \Phi(0.53)-\Phi(-0.53)
\end{aligned} \\
& =2 \text { 五 }(0.53)-1
\end{aligned}
$$

$$
\begin{aligned}
& \hat{x}=\frac{x-\mathbb{E}(x)}{\sqrt{\operatorname{Van} x}}=\frac{x-1}{\sqrt{9 / 10}} \\
& P(x \leq 1)=P\left(\frac{x-1}{\sqrt{9110}} \leq 0\right) \approx \Phi(0) \\
& =1 / 2=05
\end{aligned}
$$

7. (20 points) Let $Z \sim \mathcal{N}(0,1)$ be a standard normal variable, and let $X=Z^{2}$. Then, $X$ is called a $\chi_{1}^{2}$ random variable.
(a) Express the c.d.f. of $X$ in terms of $\Phi(t)$. Using this, compute $P(-2 \leqslant X \leqslant 1)$.
(b) Using your answer to part (a), explicitly compute the p.d.f. of $X$.

$$
\begin{aligned}
f(t)=\frac{d}{d t} F(t) & =0 \text { (b) USing your manse to pat (a) explicitly comp te the pdf. of } X . \\
& =2 \Phi(\sqrt{d})-1 \\
& =\frac{d}{d t}(2 \Phi(\sqrt{t})-1)=2 \cdot\left[\frac{1}{2} t^{-1 / 2}\right] \Phi^{\prime}(\sqrt{t})
\end{aligned}
$$

(c) Compute $E(X)$. [Hint: What is the variance of a standard normal?]

$$
E(x)=\int_{-\infty}^{\infty} t \cdot f_{x}(t) d t
$$

$$
=\int_{0}^{\infty} t \cdot\left(\frac{1}{\sqrt{2 \pi}} \cdot t^{-1 / 2} \cdot e^{-t / 2}\right) d t
$$

$$
\begin{aligned}
& =t^{-1 / 2} \phi(\sqrt{t}) \\
& =\frac{t^{-1 / 2} e^{-(\sqrt{ })^{2} / 2}}{\sqrt{2 \pi}} \\
& =\frac{1}{\sqrt{2 \pi}} \cdot t^{-1 / 2} e^{-t / 2}
\end{aligned}
$$

$$
=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} t^{1 / 2} \cdot e^{-t / 2} d t
$$

$$
\begin{aligned}
& F(x)=E\left(Z^{2}\right)=\operatorname{Var}\left(Z^{2}\right)+E(z)^{2} \\
& Z \sim N(0,1)=1+0=1 . \\
& F(z)=0 \\
& \operatorname{Var}(z)=1
\end{aligned}
$$

$$
\underset{\phi(t)}{R E C A L}=\left(e^{-\theta^{2} / 2}, 1 / \sqrt{2 \pi}\right)
$$

$$
\begin{aligned}
& P(x \leqslant t)=P\left(z^{2} \leqslant t\right)=\frac{1}{\sigma} \text { IF } t<0 \\
& z^{2} \leq t \Leftrightarrow-\sqrt{t} \leq z \leq \sqrt{t} \leq P(-\sqrt{t} \leq z \leq \sqrt{t}) \\
& =\Phi(\sqrt{t})-\Phi(-\sqrt{7})
\end{aligned}
$$

