Intersection and conditioning

Situation:
@ Urn with 8 Red and 4 White balls
@ Draw 2 balls without replacement

Question: Let
@ Ry = 1st ball drawn is red

@ R, = 2nd ball drawn is red

Then find P(R,R»)
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Intersection and conditioning (2)

Recall:
@ Urn with 8 Red and 4 White balls
@ Draw 2 balls without replacement

Computation: We have
P(R1R,) = P(R)P(Rx| Ry)
Thus

8 7
P(RIR) =517 =33~ #2

Samy T. Conditional probability Probability Theory 20 /107



3R, cwW

ke evenl
In{(y— R dor W:d Vé(o.:/(/aa/
VR
W, =
Then
W, 2R, NAR,)

]

I

)
PCR, ) PCRIR ) P, IR NR,

~l7
g 4 |a
%, 7 o



The multiplication rule
GW' n=y: TP(EJ;LES): ‘P(E,)P(ELIL:.:) P(E;IE(E; )

,—[Proposition 2.] \

Let
@ P a probability on a sample space S

o Ei,...,E, nevents

Then
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Proof

Expression for the rhs of (2):

P(E\E) P(EEE;)  P(E - En1Ep)
P (&) P(E,) P(EE)  P(E---E, 1)

Conclusion:
By telescopic simplification
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Example: deck of cards (1)

Situation:
@ Ordinary deck of 52 cards
@ Division into 4 piles of 13 cards

Question: If
E = {each pile has one ace},

compute P(E)
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Example: deck of cards (2)

Model: Set
E; = {the ace of S is in any one of the piles}
E; = {the ace of S and the ace of H are in different piles}
E; = {the aces of S, H & D are all in different piles}
E, = {all 4 aces are in different piles}

We wish to compute
P (EiEE3E)
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Example: deck of cards (3)

Applying the multiplication rule: write
P (E1ExE3EL) = P (E1) P(E| E1) P (Es| ELEy) P (Es| ELE2E3)
Computation of P(E): Trivially
P(E)=1

Computation of P(E;| E;): Given E,
@ Reduced space is

{51 labels given to all cards except for ace S}

o P(E2| E]_) = 515_112 = %
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Example: deck of cards (4)

Other conditioned probabilities:

50 — 24 26

P(&|EiE) = 50 = o
49 — 36 13

PEIERE) = — 0 =

Conclusion: We get
P(E) = P(E) P(E|E) P(E|EE) P (& EEE)

39-26-13

— ~ 1
51-50-49 0>
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Outline

© Bayes' formula
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Thomas Bayes

Some facts about Bayes:
England, 1701-1760
Presbyterian minister
Philosopher and statistician
Wrote 2 books in entire life

Bayes formula unpublished
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Decomposition of P(E)

,—{Proposition 3.}

Let
@ P a probability on a sample space S
e E, F two events with 0 < P(F) < 1

Then

P(E)=P(E|F)P(F)+P(E|F°)P(F°)
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Bayes' formula

,—[Proposition 4.] \

Let
@ P a probability on a sample space S
e E,F two events with 0 < P(F) <1

Then

P (E] F)P(F)
(E[F)P(F) + P (E| Fe)P(F<)

P(FIE) =5
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Iconic Bayes (offices of HP Autonomy)

Conditional probability



Example: insurance company (1)

Situation:

@ Two classes of people:
those who are accident prone and those who are not.

@ Accident prone: probability .4 of accident in a one-year period
@ Not accident prone: probab .2 of accident in a one-year period
@ 30% of population is accident prone

Question:

Probability that a new policyholder will have an accident within a
year of purchasing a policy?
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_ A, - accient cr |year
Tnwrane example
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A, = accdent co |year
Tak ;. PCA LA) = 4
WYC A LAC) = 2
P (A =3  [PA)- -7
We onpule
PCA ) = POA A PLA) + RAIAC) PAS )

= cbx Y+ 2 x 7
= 26%




Example: insurance company (2)

Model: Define
@ A; = Policy holder has an accident in 1 year

@ A = Accident prone

Then
o 5= {(A1, A); (AT, A); (A1, A%); (AT, A9)}
@ Probability: given indirectly by conditioning

Aim:
Compute P(A;)
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Example: insurance company (3)

Given data:

P(A|A) =4, P(A|A) =2 P(A)=.23

Application of Proposition 3:
P (A1) = P (A A) P(A) + P (A A°) P(A)

We get
P(A;)) =04x03+0.2x0.7=26%
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Example: swine flu (1)

Situation:

We assume that 20% of a pork population has swine flu.
A test made by a lab gives the following results:

@ Among 50 tested porks with flu, 2 are not detected
@ Among 30 tested porks without flu, 1 is declared sick

Question:

Probability that a pork is healthy while his test is positive?
= prokeb. fo kol e whot  populakior
withour proger juki{ccatin
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Example: swine flu (2)

Model: We set F = "Flu", T = "Positive test"
We have

1 . 1 o1
P(F) = P(TCIF) =, P(TIF) =5

Aim:
Compute P(F<|T)
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Example: swine flu (3)

Application of Proposition 4:

c _ P(T|F)P(F°)
PFIT) = BT TFP(E) = P(T | FIP(E)
_ P(T|F)P(F°)
~ P(T[F)P(Fe)+[1—P(T<|F)]P(F)
= 0.12
Conclusion:

12% chance of killing swines without proper justification
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