Definition of independence

—~ Definition 0.

Let
@ P a probability on a sample space S

e E,F two events
Then E and F are independent if

P(EF)=P(E)P(F)

Notation:

E and F independent denoted by £ Il F
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Some remarks

Interpretation: If E 1L F, then
P (E| F) = P(E),
that is the knowledge of F does not affect P(E)

Warning: Independent # mutually exclusive!
Specifically

A, B mutually exclusive = P(AB)=0
A, B independent = P(AB)=P(A)P(B)

Therefore A et B both independent and mutually exclusive
— we have either P(A) =0or P(B) =0
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Example: dice tossing (1)

Experiment: We throw two dice

Sample space:
e S=1{1,...,6}?
o P({(s1,52)}) = 55 for all (s, %) € S

Events: We consider

A = "1% outcome is 1", B = "2" outcome is 4"

Question: \Iﬂ r(L{hM ?
D h Al B?
o we have \J \/e)

Samy T. Conditional probability Probability Theory 60 /107



/A

" Qulcome M roll 017 AA)- AL

= 415 x4, ., 65 _ & _ %
= 4CI1 . ~;C1,6)5 ~ 36 ’GL
Bz “Ouloome 2™l ) 4”
= <,/‘“'/6j ’(445

ANBl= 4{C1, 42y  ANB)- 3¢
Conc(amyz,

%= PAND) = RAI(B)- <L
> [ALD




Example: dice tossing (2)
Description of A and B:
A={1} x{1,...,6}, and B={1,...,6} x {4}.
Probabilities for A and B: We have
1Al _1 Bl 1

P(A) = 36 6 P(B) = 36 6

Description of AB: We have AB = {(1,4)}. Thus

P(AB) — 316 — P(A)P(B)

Conclusion: A and B are independent
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Example: tossing n coins (1)

|
S:{h/tj"’ ﬂ(%)’y
Experiment:
Tossing a coin n times

Events: We consider Few h

A
A = "At most one Head" /
B = "At least one Head and one Tail"
more.

Question:
Are there values of n such that A 1L B?

l}q}” u{h‘&n > No
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Example: tossing n coins (2)

Model: We take
o S={ht}"
o P({s})= 4 forallse S

Description of A and B:

A = {(t,...,t), (ht,....t),(t, ht,....t), (t,...,t,h)}
B = {(h,...,h), (t,..., )}
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Example: tossing n coins (3)

Computing probabilities for A and B: We have

Al n+1
P(A) = =—"——
(A) on = o
c 1

Description of AB and

AB=A\{(t,...,t)} = P(AB)=2—nn
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Example: tossing n coins (4)

Checking independence: We have A 1L B iff

n+1 1 n 1
o (1—2n_1):— <~ n-2""+1=0

Conclusion: One can check that
X x—2"141

vanishes for x = 3 only on R,. Thus

We have A 1l Biff n=3
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Independence and complements

,—{Proposition 10.}

Let

@ P a probability on a sample space S
e E, F two events

@ We assume that E 1L F

Then

EI FS, ES1F, E°1F¢
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