let X rv. wih pmf p . Thea

ECXD = 2 2z pla)

L

ELox)]=2 gla) pla)

Exomple If X:S—2.2Yy wih
omf  p() =4, p2)=4  Then
EZX3= th L V((.’) z K’l-t-za(é :23-’-

id [XLZ\ = Lé— 2¢ P(L) = ILxL-l—al%J‘ -25.



Example: seasonal product (1)

Situation:
@ Product sold seasonally
@ Profit b for each unit sold
@ Loss ¢ for each unit left unsold

@ Product has to be stocked in advance
< s units stocked

Random variable:
@ X = # units of product ordered
@ Pmf p for X

Question:
Find optimal s in order to maximize profits
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Example: seasonal product (2)

Some random variables: We set

X = 7 units ordered, with pmf p
Ys = profit when s units stocked

g(x)

Expression for Yj:

Ys = (bX — (5 — X)f) l(ng) +Sb1(x>s)
oD

Expression for E[Y,]: 7 =&l 3 (>)J = L_Z:a 9 () P((')

s

Elvd < Y (bi—(s—N0p()+ Y sbp(i)

i=0 i=s+1
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Example: seasonal product (3)

Simplification for E[Y;]: We get

S

E[Y.] =sb+(b+0)3 (i —s)pli)

Growth of s +— E[Y,]: We have

S

E[Yon] ~E[YJ] = b~ (b+0p()
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Example: seasonal product (4)

Growth of s — E[Y;] (Ctd): We obtain

E[Y. 1] —E[Ys] >0 <= Zp)<

2
2 bl (2)

Optimization:
@ The lhs of (2)is
@ The rhs of (2) is constant

@ Thus there exists a s* such that

E[Yo] < - <E[Ys_1] <E[Ye] > E[Yorja] > ---
Conclusion: s* leads to maximal expected profit

Samy T. Random variables Probability Theory 39/113



Expectation and linear transformations

,—[Proposition 7.]
Let

@ X discrete random variable

e p pmf of X
@ a,b € R constants

Then
E[aX +b]=aE[X]+ b
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Proof

Application of relation (1):

ElaX +b] = > (axi+b) p(x)

i>1

= a ZX,' p(xi) + b ZP(X:')
i>1 i>1

= aE[X]+b
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Outline

© Variance

=] & = E DA
Samy T. Random variables



Bmk T we wanl o shot descriphin
oAda rv X , we an we

(£) ELX)

(cc) WVar(x))= V(x)

S wernge flckalon of x



Definition of variance

— Definition 8. |

Let

@ X discrete random variable
e p pmf of X
o 1= E[X]

Then we define Var(X) by = EL SCX)j gz/jj _ ()C‘/“)Z
Var(X) = E [(X — p)?]
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Interpretation

Expected value: For a r.v X, E[X] represents
the mean value of X.

Variance: For a r.v X, Var(X) represents
the dispersion of X wrt its mean value.

A greater Var(X) means
@ The system represented by X has a lot of randomness

@ This system is unpredictable

Standard deviation: For physical reasons, it is better to introduce

ox =4/ Var(X).
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Conclusin

P very relinbl

A very vandom




Interpretation (2)

lllustration (from descriptive stats): We wish to compare the
performances of 2 soccer players on their last 5 games

Griezmann ‘ 5 0
1 1

0 0 O
Messi \ 1 1 1
Recall: for a set of data {x;; i < n}, we have
Empirical mean: X, = Y7, x;

i . L2 1 n T )2
Empirical variance: s; = - " (i — Xn)

Standard deviation: s, = /52

On our data set: xg = Xy = 1 goal/game

— Same goal average

However, s¢ = 2 goals/game while sy, = 0 goals/game
< M more reliable (less random) than G
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Alternative expression for the variance

,—{Proposition 9.}

Let Var (k)= E(CX“/A )% ]
@ X discrete random variable
e p pmf of X
o 1= E[X]

Then Var(X) can be written as

Var(X) = E[X?] — 12 = E[X?] — (E[X])?
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Example: rolling a dice

Random variable:

@ X = outcome when one rolls 1 dice

Variance computation: We find

EX =1 EXY="

Therefore

91 (/7\* 35
variX) =5 = (3) =12

Standard deviation:

35
=4/ —~1.71
xX=\12
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