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Continuity of the cdf

Let
P a probability on a sample space S

X : S æ E a random variable, with E µ R
F the cdf of X , i.e F (x) = P(X Æ x)

Then the function F satisfies
1 F is a nondecreasing function
2 limbæŒ F (b) = 1
3 limbæ≠Œ F (b) = 0
4 F is right continuous

Proposition 16.
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E: M > [0, 1

see
graph later



Proof of item 1

Inclusion property: Let a < b. Then

(X Æ a) µ (X Æ b)

Consequence on probabilities:

P(X Æ a) Æ P(X Æ b)
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Proof of item 2
Definition of an increasing sequence: Let bn ¬ Œ and

En = (X Æ bn)

Then
limnæŒ

En = (X < Œ)

Consequence on probabilities:

1 = P(X < Œ)

= P
3

limnæŒ
En

4

= limnæŒ
P (En) (Since n ‘æ En is increasing)

= limnæŒ
F (bn)
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Example of cdf (1)
Definition of the function: We set

F (x) = x

2 1[0,1)(x) + 2
3 1[1,2)(x) + 11

12 1[2,3)(x) + 1[3,Œ)(x)
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T
F non decreasing

↓ jump : F not continuous

notcontinuous atx = 1,
our right continuous

S 2

Ifx - -0
,

If >,
limF(x) =0 F(x) > /



Example of cdf (2)
Some information read on the graph (see next page):
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F(x)= P(X (x)

2.g. F(3) =P(X(3)= 1

↑(x= 3) = jump of FaUb = F (3) - F(3-)
= 1- =

=

=
F

T2

---
↳

P(x-y) = 1 - P(x(t) = 1 - F(t)= 1 - Y = 7
PP(2 <X(4) = P(X(4) - P(X(2) = F(4) -F(2)

= 1 - + = t



Example of cdf (3)

Information read on the cdf: One can check that
P(X < 3) = 11

12
P(X = 1) = 1

6
P(X > 1

2) = 3
4

P(2 < X Æ 4) = 1
12
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summary of what we will see

· For discreterr, we compute

P(XE ... )
,
E[X], ...

with sams

·
For continuous rv

,
we compute

1P(XE ... )
,
E[X]

with integrals
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General definition

Let
P a probability on a sample space S

X : S æ E a random variable, with E µ R

We say that X is a continuous random variable if
Òæ There exists f Ø 0 such that for "all" B µ R we have

P(X œ B) =
⁄

B
f (x) dx

The function f is called
Òæ the probability density function of the random variable X

Definition 1.
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E not countable anymore
e.g E= [5, 6), in M

2.g(10X<15)= /, f(x) da

↑
puf in the discrete case



Law of X according to f
Type of information obtained with f : We have

P(a Æ X Æ b) =
⁄ b

a
f (x) dx

P(X = a) = 0

F (a) = P(X Æ a) =
⁄ a

≠Œ
f (x) dx

Figure: P(a Æ X Æ b) =
s b

a f (x) dx

Samy T. Continuous r.v Probability Theory 5 / 84

= Jafald
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Example: radio tube (1)

Situation:
X = lifetime of a radio tube
Density of X :

f (x) = 100
x2 1(100,Œ)(x)

We have 5 tubes in a set

Question: Probability that 2 of the 5 tubes have to be replaced
within the first 150h of operation
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f(x)
decays liket-
...
is >

x



First step : For the rux
, compute

P(X(1501 =0 if 100
= 150 f(x) da
=50 100 Ch

= 100/50e d
= 100 -5
= 100 ( - ) = 1 -3 =


