Joint cdf in higher dimensions

—~ Definition 8.

Let
@ Xi,...,X, random variables — X= Ck,l 7 Xn )
@ a;,...,a, €R

The following joint cdf describes
the joint distribution of (Xi, ..., X,):

F(a,...,an) =P (Xi <ay,..., X, < ap)
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Joint density in higher dimensions

— Definition 9. |

Consider the following situation:

e Xi,...,X, real valued random variables

The random vector (X, ..., X,) is said to be jointly continuous
iff for "all" subsets C C R" we have

P((le'”an)EC):/ f(Xl,..../Xn)dxl'--an
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Definition of independence

~ Definition 10. |
Let

@ X, Y random variables

X and Y are said to be independent if for "all' C,D C R we

have
A B
[
P(XeCﬁﬂ/eD):P(XeC)P(YeD)
. \ / J

- \/
otherwile shafed  (xecy 1L (veD)
dor all C,D
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Characterizations of independence

,—[Proposition 11.]

Let X, Y random variables.
Then X and Y are independent in the following cases

© If the joint cdf F satisfies

F(a,b) = Fx(a) Fy(b), forall a,beR
Q If X, Y are discrete and the joint pmf satisfies
p(x,y) = px(x) py(y), forall (x,y) € E X E,
© If X, Y are jointly cont. and the joint density satisfies

f(x,y) = fx(x) fy(y), forall (x,y) € R?

\. J
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Example ctd: tossing 3 coins (1)

Experiment:
Tossing a coin 3 times

Events: We consider

A = "At most one Head"
B = "At least one Head and one Tail"

Random variables: Set
Xl - 1A7 X2 - ]-Ba X = (X17X2)

Questor: ™ we hae X, L X, ?
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Straleqy In order ko check X LX:,

(c) We heed o check

Xz ¢, Xo =45) =P =) Plx.=5)
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Table 4o He dolbuln of (%%

X, \ Xz © I || Marg >
) % g %
[ | '3 >3 e
Moy %, | % 34




X\X. | © I larg X

o ] v || % Checld'rg E[

) 3 >3 2 W ek ~
Mgy X, | % ¥4

v = P(X,=0,%,=0) = x-0) /ﬂ'&—@)fé*é =3
'3 = P(X,=0 ,3,21) = RXO)R(k,=1)- 53 =3
v =P %=1, %=0) = Flx=1) POG0)= 44 =4

0} = PO Kzl Xz1) = Bl%=1) PCx,=1)= ﬁrgzg

I s Cue b A LD
Concluyor. [X, UL Xe|™ Jor n=3 X




Example ctd: tossing 3 coins (2)
We have seen:

Xl\Xz 0 1 Marg. Xl
0 1/8(3/8| 1/2
1 1/8(3/8] 1/2
Marg. Xz [1/4]3/4 | 1

Checking independence: With the help of the table, one can see that

PX=(ij)=PXi=i)P(Xo=j), forall ij e {01}
Therefore X; 1L X,.

Remark: The relation X; 1L X, is due to the fact that A 1L B.
— cf. Conditional probability, Section 4.
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Example: Romeo and Juliet (1)

Situation:

@ Romeo and Juliet decide to meet on the main square of Verona
@ They arrive at independent times between 12pm and 1pm
@ Rule: the first to arrive leaves after 10mn

Question:
Compute the probability that Romeo meets Juliet
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Model
Sef X = arrcval time for R
vz arriml kme {for 3
Huyp |:  X,¥ nv U(LI2pm, 1pm])
N ke b X, Y v U (Co,7)
Hyp 2: X LY
- Joub 4(x9)=4palx) 4poly)
= g (2Y)



