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© Sums of independent random variables
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Density of a sum

,—[Proposition 13.] \

Let
@ X, Y continuous random variables
@ Hypothesis: X 1l Y
0Set Z=X+Y convoluldn pw

/’
Then the density of Z i/given by

f2(a) = [+ V1(a) = [ fxla =) fly) dy
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Proof

Characterization by expectations: Let ¢ € C(R). Then
El(2)] = [ elx+y)h()f(y) dedy

Change of variable:
x+y=aandy=0>b, thus J=1

Expression for E[¢(Z)]:

E[»(2)] :/Rgo(a)(/R fi(a — b) fy(b) db)da
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Triangular distribution

,—[Proposition 14.] \
Let

fx)

o X, Y ~U(0,1])
@ Hypothesis: X 1L Y
e Set Z=X+Y

Then the density of Z is given by

fz(a) = alpy(a) + (2 — a) I z(a)
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£ @)= ) 4o (a-y) £ (y) dy
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Proof
Application of Proposition 13:
1
fo(a) = [ fla—y)dy = [ dy = 1[0,1] N [a 1,3
0 [0,1]n[a—1,4]

Case 1: a€ [0,1]: Then [0,1]N[a—1,a] = [0, a] and

fz(a) = a

Case 2: a€ (1,2]: Then [0,1]N[a—1,a] =[a—1,1] and

fz(a)=2—a
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Sums of Gamma random variables

,—[Proposition 15.] \

Let

@ Xi,...,X, independent random variables

o X; ~T(t,N)

e Z=%Y".X
Then .

Z~T (Z t;, A)
i=1

Remark: This result includes
@ Sums of exponential random variables

@ Sums of chi-square random variables
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Sums of Gaussian random variables

,—[Proposition 16.]

Let
@ Xi,...,X, independent random variables
° X; NN(M:',U;Z)
e Z=%".X
Then . .
Z~ N (S 30?)
i=1 =1
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Example: basketball (1)

Situation:
@ A basketball team will play a 44-game season
@ 26 games are against class A teams, with probability of win =
@ 18 games are against class B teams, with probability of win = .7

@ Results of the different games are independent.

Question: Approximate the probability that
@ The team wins 25 games or more

© The team wins more games against class A teams than it does
against class B teams
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Stluakin :

(z) Miwfc aydia 26 games agandl
e IV/%JSWQ 49

Seb X4 = Fdal 4 wins agnint lype A Faams
= Xa o~ Ban(26,.4)
A gproximakixve dn 7 e Moive ?
Xo 0 N( 26084, 26x 4x-6)
Xan W04 6.24)




(ic) We are playn ames acensl
b fype- mﬂ/g ?Wu?m)z.ag

Set Xy, = tdal 4 wins agnint lype T Vaams
= X, voBn(17,.7)
A gproxoma izt o 7 Te loive ?
X, x W ( ; )
X, a W( 13.78)




Example: basketball (2)

Model: We set
@ X, = # games the team wins against class A
@ Xg = # games the team wins against class B

Then X, 1L X and

X, ~ Bin(26,0.4), Xg ~ Bin(18,0.7)

Approximation for X, Xg: According to DeMoivre-Laplace,

Xa = N(10.4;6.24), Xg ~ N(12.60; 3.78)
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Example: basketball (3) w4 +uq= (0-4+12.6

Approximation for X4 + Xg: Since Xa/1L Xg, (]‘42'1. Q‘BL

/7
L -6-24+ 373
fofal# wond = X, + Xg ~ N(23;10.02) 6-24s

Question 1: We have

Cmfegey
o~
P(Xa+Xg>25) = P(Xa+ Xg>245) 47
- P(XA+XB—23 L7523
N Vv10.02 T /10.02
ZN u/m/l)

1-P(Z<.47) = |- P(-47)

~ 1—.6808
B R

T T ————



Example: basketball (4)

Approximation for X, — Xg: Since X4 1L Xp,

Xa — Xg ~ N (—2.2;10.02)

Question 2: We have

P(XA—XB>0) = P(XA—XBZS)
(XA—XB+2.2 S .5+2.2>

V10.02  ~ V10.02
1—P(Z < .8530)

.1968

12

12
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