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Cond. pmf in the discrete case (repeated)

r—[Definition 24.}
Let

@ (X, Y) couple of discrete random variables
e Joint pmf p

e Marginal pmf's px, py

@ y such that py(y) >0

Then the conditional pmf of X given Y = y is defined by

N oy — )= Py
pX\Y(X|y)*P(X* |Y*y)* pY()/)
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Cond. expectation in the discrete case

r—[Definition 25.}
Let

@ (X,Y) couple of discrete random variables
Joint pmf p

°
e Marginal pmf’s px, py, y such that py(y) >0
® px|v(x|y) conditional distribution

Then the conditional exp. of X given Y = y is defined by

E[X|Y =y] :ZXPX\Y(X‘Y)

xe€
|ompre with
7 = (x
ELXY = 2 g T P(x)
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Binomial example (1)

Situation: Let
oX,YwBin(n,p)/ x LY
o Z=X+Y = 2~ (2np)

Problem: We wish to compute
EX|[Z=m < m
?
Wi mp .
o Moty omple py,(kim)
o Then E[Xl 2=m) :é‘: k fxlz (Lim)
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. . X B ) .
Binomial example (2) VN%(&,‘;) 2 v (2n,p)

Distribution for Z:

n n

Z=> Xi+>_Y;~Bin(2n,p)

Computation Eor conditional pmf: For k < min(n, m) we have
Pz Ckim) 2
Six k7 _ PX=kX+Y=m)
(X=kz=m) = P(Z=m)
A X=k) P Y= m-L) L P(X =k Y =m—k)
P(2=m) =

ny 7 N m.k:7 rfz(m-t._) P(Z:m)
= ()Pt p) 143 ),ﬁ oo ()
) ppsm ()
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El x| x+¥v=m] ; .
Binomial efamwpgle (3) 2"dsley: compule
Zt ﬂ,,é(é,lm)

Conditional pmf: For k < min(n, m) we have L@

pathlm) = (Elncs)

()

Recall: If V ~ HypG(n, N, m) then

Identification of the conditional pmf: We have
(mdla,n)
px|z(k| m) = Pmf of HypG(2a:m:n)
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Binomial example (4)

m,Zu,
Conditional expectation: Let V ~ HypG(2n,7, n). Then

E|X|Z=m|=E|V] = n
X Z = m] = E[V] = m o 2L

Numerical value:
According to the values for hypergeometric distributions,

n m
EX|Z=ml=mx — = —
(X|Z=m]=mx_" =3

ELXIx+Y=m)= %
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Cond. density in the continuous case (repeated)

r—[Definition 26.}

Let

(X, Y) couple of continuous random variables

Joint density f
Marginal densities fx, fy
y such that fy(y) >0

Then the conditional density of X given Y = y is defined by

f(x,y)
fxiy(x|y) = :
X\Y( |y) fY()/)
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Cond. expectation in the continuous case

r—[Definition 27.}
Let

@ (X,Y) couple of continuous random variables
Joint density f

°
e Marginal densities fx, fy, y such that fy(y) >0
e fxv(x|y) conditional density

Then the conditional exp. of X given Y = y is defined by

E[X|Y =y] :'/H%XfX\Y(X“/)dX

| Compwe b . ‘
ECXY = Jpx {xx)dz
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Example of continuous conditional expectation (1)

Density: Let (X, Y) be a random vector with density

X

e vre v

1(0,00)(x) L(0,00)(¥)

Question: Compute
EX]Y =y]

1 shep:  Compule {xuy (zly)
2 ep:  ElXIY=g]) = | &y (1Y) 0=
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Example of continuous conditional expectation (2)

Conditional density: For y > 0 we have seen that deh)cfg a'(

. &CE)
fx.y) e~ 1(0® )
fr(y) y

Namely L(X| Y =y) =£(2)  Tf &[ vE(L), Hea
X

fxiy (x| y) =

Conditional expectation: We have

EIX|Y =y = [ xfay(x]y)dx

00 X
—= Xey C(L

<

0
Or ELXIY=g)= ELVY wild VwECK)
= /}{d = 3
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Expectation and conditioning

,—[Proposition 28.]
Let X, Y be two random variables. Then
Q If X, Y are discrete we have

EIX] =Y E[X|Y =y] pv(y)

Q If X, Y are continuous we have

EX] = [ EIXIY =] () dy

[TEY I I SRR
e lJIIIIICu iTotacion:

EX] —EJEIX| Yl
=] =r=Tr~Tr

\. J
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Example: sales in a store (1)

Situation:
We consider a store on a given day. We assume

@ # of people entering in the store has mean 50
@ Amount of money spent by each person is $8 9 arage

@ Indep. between # persons entering and amount of money spent

Question:
Expected amount of money spent in the store on a given day?
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Example: sales in a store (2)

Notation: We set
@ N = # of customers entering the store
@ X; = Amount spent by i-th customer, for i > 1
@ Z = Total amount spent

Expression for Z: We have (double randomness)
randamnesy 4 |

@ randomune)) #2
i=1

X;) ave ¢.v.d ( tndependent™ aud vden tcally

HypotheSIS dohrituled )

i's follow the same distribution
] (Xi)iZ]- 1N

Samy T. Joint r.v Probability Theory
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Example: sales in a store (3) 2. 5 x.

o=¢

i)

= OOE— Xi| N=n|pn(n
Z Li= V=v|t« 4 ZME&,}LM
— SE[YX W= (o
= EOxD of Xodn
- ZZE[X | N = n] pn(n)
- n=1i=1 dge.;mfdepmdano
EIX)Z 1 putr) 2 nELX] pu(n)

= E[N]E[X] = 50x 8 = 400

Computation:

E[Z] =

m

8||
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