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Weak law of large numbers

Consider

A sequence {Xi ; i → 1} of i.i.d random variables

Write E[Xi ] = µ

Set

X̄n =
1

n
n∑

i=1
Xi

Then for any ω > 0 we have

limn→↑
P

(
|X̄n ↑ µ| > ω

)
= 0

Theorem 1.
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independentand identically distributed

empirical mean

As n+ o , empirical mean is close to thetheoretical mean



Application We flip a fair coin
n = 400 times .

We set

Xi = 1(-th flip is 4)

Hyp : Xi's are iid with

Xi v B(p = 1)
,
E[xil = p=

Then LLN says

#) 2004 - / > 0.05)

is "small"- P6: Nota very precise
statement



With CLT : We will get statements like

P)X: < 210) = a probability
that can be

computed
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- important



DeMoivre-Laplace theorem (repeated)

Let

n → 1, p ↑ (0, 1)

Xn ↓ Bin(n, p)

a < b

Then

limn→↑
P

(

a <
Xn ↔ np

(np(1 ↔ p))
1/2 < b

)

= !(b) ↔ !(a)

Theorem 2.
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Rmk : Xn= X ,
with

Xi 22: d with Viv B(p)

= E[Xn]

Var (Xn)



Another way to write De Moivre’s theorem

Consider

A sequence {Yi ; i → 1} of indep. B(p) random variables

We have E[Yi ] = p and Var(Yi) = p(1 ↔ p) ↗ ω2

Set

Ȳn =
1

n
n∑

i=1
Yi

Then for any ε > 0 we have

limn→↑
P

(

a <
↘

n
(

Ȳn ↔ p
ω

)

< b
)

= !(b) ↔ !(a)

Theorem 3.
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Central limit theorem

Consider

A sequence {Xi ; i → 1} of i.i.d random variables

Write E[Xi ] = µ and Var(Xi) = ω2

Set

X̄n =
1

n
n∑

i=1
Xi

Then for any ε > 0 we have

limn→↑
P

(

a <
↘

n
(

X̄n ↔ µ

ω

)

< b
)

= !(b) ↔ !(a)

Theorem 4.
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Interpretation of CLT . As new

(FrM ~ z
,

zvW(0
,1)

= Fn -u = +z
in

=> En = M + r
En = E[Xi]+ Gauss · fluctuations of

order in



Problem 8.5 (1)

Situation: We have

Fifty numbers rounded o! to the nearest integer and then

summed

The individual round-o! errors are uniformly distributed over

(→0.5, 0.5)

Question:

Approximate the probability that the resultant sum di!ers from the

exact sum by more than 3.
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Model For i= 1, .., n , n= 50 let

Xi = 1th error

Hyp Xi's are iid
,
XinU([0.5

,
0
.57)

Recall : for YeU(Ta.6) When

Av(y) = da 1 ta
,
0(y)

E[X] = a V(X)= Ga
Here E[X: J = 0 V(Y) = ie =5

= M



n= 50 M=0
We wish to compute = E

#(1X: 1 > 3) in CLT: En-ul
F

= 1 - P) -3-X(3)
= 1 - P) -3(n < (n = 3/n)

= 1 -P)(3
-M( (m)M) (1um)J

1 --z)
= 1 -P
= 1 - 1(1 .47(z(1. 47)



Summary : We have found

IP(1X: 1 < 3)
= 1-%(1 . 4742 -1. 47)

= P((z1 > 1
. 47)

-ui
= 2(1 - $(1 .47)

= 0 . 14



Problem 8.5 (2)

Model: Set

Xi → i-th error

We wish to find

P
(∣∣∣∣∣

n∑

i=1
Xi

∣∣∣∣∣ > 3

)

Law of Xi : We have

Xi ’s i.i.d

Xi ↑ U([↓0.5, 0.5)

E[Xi ] = 0 , and Var(Xi) = ω2
=

1
12
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Problem 8.5 (3)

Application of CLT: Write

P
(∣∣∣∣∣

n∑

i=1
Xi

∣∣∣∣∣ > 3

)

= P
(∣∣∣

↔
n X̄n

∣∣∣ >
3↔
50

)

= P
(∣∣∣∣∣

↔
n X̄n

ω

∣∣∣∣∣ >
3
↔

12↔
50

)

CLT↗ P (|Z | > 1.47)

= .14
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