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First definitions

Probability space: (2, F, P) with
o () set
@ F generic o-algebra

@ P probability measure

Hypothesis: We assume that P is complete, i.e

A€ F such that P(A) =0, and BCA => B¢c Fand P(B)=0

Remark: One can always complete a probability space
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Simple examples

Rolling 2 dice:
o Q=1{1,23,4,56)
o F=P(Q)
o P(A) =14
Uniform law on [0, 1]:
o Q=[0,1]
e F =B([0,1])

o P =)\, Lebesgue measure

Gaussian law on R:

e Q=R
o F =B(R)
)2
o P(A) = i Jae dx, for A€ F
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Important example for stochastic processes

,—[Proposition 1.] \
Let Q = C([0,00); R™). We set:

IF = gllor
d(f,g) = : ;
(F:8) =2 5ra  F - gloe)

where
If — glloo,n = sup {|f: — g:|; t € [0, n]}.

Then Q is a complete separable metric space.

\.

Following chapter: We construct the Wiener measure on 2
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Independence
Independence of r.v: Let (X;);c r.v, with values in R".
We say that these r.v are independent if for all m > 2:
oForalljl,...,jmEJ,ther.v(le,... ) are 1L
@ Otherwise stated: for all Ay,..., A, € B(R ) we have

P(X, €A,....X, €An) H G € Ax)

Independence of o-algebras: Let (F;);e, o-algebras, F; C F.
We say that those o-algebras are independent if for all m > 2:

e Forall ji,...,jm € J, the o-algebras (Fj,, ..., F;,) are 1L
o Otherwise stated: for all By € Fj,,..., B, € Fj, we have

P (kﬁ Bk> = /ﬁl P (Bx)
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m-systems and A\-systems

m-system: Let P family of sets in Q. P is a m-system if:

ABeP = ANBEeP

A-system: Let £ family of sets in 2. L is a A-system if:
Q Qc’l
Q@ IfAc L, then A€ L
© If for j > 1 we have:
> Aj eL
s ANA =2 ifj£i
Then U 1Aj € £
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Dynkin's -\ lemma

~ Lemma 2. N

Let P and L such that:

@ P is a m-system

@ L is a A-system
e PCL

Then o(P) C L
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Application of Dynkin's lemma

,—[Proposition 3.]

Let:
e Xi,...,X, r.v, with values in R".
o X =(Xq,...,X,) € R™"
o ux, = L(X;) and pux = L(X).
Then the following two statements are equivalent:
Q@ Xi,..., X, are independent
Q [ix = ix, ® -+ ® px, on B(R™")
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Proof

Definition of two systems: We set

p1=px, and  pp = px, @0 @ pix,,
and
P = {A € B(R™"); A=Ay X --- X A,, where A; € B(R’")}
L = {BeBR™"); (B)=p(B)}.
Application of Dynkin's lemma: We have
@ P is a m-system

e L is a \-system
@ 11(C) = pup(C) forall Ce P

Thus o(P) C L, and o(P) = B(R™*")
T T——
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Aim

Situation: We consider

o {/u; k > 1} sequence of probability measures on R

We try to define:
o0
1= Q) h,
k=1

on a probability space

Q

1] 2.
k=1
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Cylinder sets

Recall: We consider
o (Qy, Fi, Pk) family of probability spaces
o Q=TI Q%

Definition 4.

Let A C 2. We say that A is cylindrical
if there exists k > 0 and 0 < n; < --- < ni such that

A={w € Q; wn €A1 ...,wn €AY, where A cF,

Interpretation:
A cylindrical set only involves a finite number of coordinates

product o-algebra on Q: F = ¢(C), with C = cylindrical sets.
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Product measure

~ Theorem 5. \

Let:
o (Q, Fk, Px) family of probability spaces
e (Q,F) product space
Then there exists a unique probability P on (€2, F) such that:

P(A) =[] Pn(4;), forall AeC

Jj=1
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Sequence of independent random variables

~ Theorem 6. N

Let:

o {jk; k > 1} family of probability laws on (R, B(R)).
Then there exists:

e Probability space (22, F, P)

@ {Xi; k > 1} family of independent r.v defined on Q

Such that L(Xk) = k-
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Proof

Product space: We consider

o (Q, Fii, Pr) = (R, B(R), 1)
e (Q,F,P) = product space

0 Xy(w) = wyi if w=(wk)ik>1

Independence: For all k; < ... < k, the r.v X, are L. Indeed,

j=1 j=1

P (ﬁ(ij € Aj)) = ﬁ#kj(Aj) = ﬁ P(Xi € A)),

This corresponds to the definition of independence.
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Definition

Definition: Let X € R".
X is a Gaussian random vectors iff for all A € R”

(A, X) = XX =>_ X\X; is a real valued Gaussian r.v.

i=1

Remarks:
(1) X Gaussian vector
= Each component X; of X is Gaussian real r.v.

(2) Key example of Gaussian vector:
Independent components X3, ..., X,

(3) One can easily construct an example of X € R? such that
(i) Xi, Xo real Gaussian (ii) X is not a Gaussian vector
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Characteristic function

,—[Proposition 7.] \

Let X Gaussian vector, with mean m and covariance K
Then, for all v € R”",

E [exp(s{u, X))] = elm 3K

where u is understood as a matrix.
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Proof

Random variable (u, X):
(u, X) Gaussian r.v. by assumption, with

p:=E[{u, X)] = (u, m), and o2 := Var((u, X)) = u*Ku.

Recall: let Y ~ N(u,0?). Then

2

E[exp(:tY)] = exp (zt,u - %02> , teR.

Samy T. Probability preliminaries Stochastic calculus 21 /27



Gaussian moments

,—[Proposition 8.} \

Let X ~ N(0,1). Then for all n € N, we have:

0 if n odd,
E[X"] = 2m)!
[X’] M, if neven, n=2m.
mi2m
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Affine transformations

Notation: If X Gaussian vector with mean m and covariance K
We write X ~ N (m, K)

,—[Proposition 9.}

Let X ~ N(mx,Kx), A€ RP" and z € RP.
Weset Y = AX + z. Then

YNN(my,Ky), with my IZ—l—AI’T’IX7 Ky :AKxA*
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Gaussian density

r—[Theorem 10.] \

Let X ~ N(m, K). Then
Q@ X admits a density iff K is invertible.
@ Si K is invertible, the density of X is given by:

1 1 . g1
f(x) = ()2 (det(K))172 exp (—2(X —m)*"K(x — m)) :
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Formal definition

r—[Definition 11.] \

A probability space (2, F, P) is given and
e A o-algebra G C F.
e X € F such that E[|X]] < oc.
Conditional expectation of X given G:
e Denoted by: E[X|J]
o Defined by: E[X|G] is the r.v Y € L}(Q) such that
(i) Yeg.
(ii) For all A € G, we have

E[X 14] = E[Y 14].
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Easy examples

Example 1: If X € F, then E[X|F] = X.

Definition: We say that X 1L F si o(X) 1L F
— for all A€ F and B € B(R), we have

P((X € B)nA) =P(X € B)P(A),
or otherwise stated X 1L 14.

Example 2: If X 1L F, then E[X|F]| = E[X].
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