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Abstract. This paper presents a stable matrix version of the wideband fast multipole method
(FMM) for the 2D Helmholtz kernel. It is known that the FMM may experience stability issues
in both high-frequency and low-frequency regimes, some of which can be mitigated and others are
inherent in nature. Inspired by recent studies, we propose a balancing strategy to overcome the
stability challenge that exists in the low-frequency regime. The balancing strategy utilizes some
simple properties of Bessel and Hankel functions so as to produce theoretically guaranteed norm
bounds for relevant low-rank expansion factors and translation operators. We then present an in-
tuitive and stable matrix version of the wideband FMM, which utilizes two different expansions of
the 2D Helmholtz kernels: one that always behaves well in the low-frequency regime based on our
balancing strategy, and the other that behaves well (under certain conditions) in the high-frequency
regime. The backward stability of this wideband FMM is rigorously justified based on our studies
of the norm bounds of the low-rank factors and translation operators. Some numerical experiments
demonstrate the effectiveness and the accuracy of the wideband FMM.

Key words. wideband fast multipole method, numerical stability, low-rank approximation,
balancing, Bessel functions, Helmholtz kernel

AMS subject classifications. 65F35, 65F55, 15A23, 15A60

1. Introduction. Given two sets of points X = {xi}Mi=1 and Y = {yi}Ni=1 in the
complex plane C, consider the evaluation of the matrix-vector product

(1.1) ϕ = Kq with K := [H0(k|xi − yj |)]xi∈X,yj∈Y,

where K is an M × N Helmholtz kernel matrix defined by the Hankel function H0

of the first kind and of order zero, and k > 0 is the wavenumber. A brute-force
evaluation of the matrix-vector product costs O(MN). It is well-known that efficient
algorithms such as the fast multipole method (FMM) [21, 27, 29, 30, 31] may be used
to accelerate such matrix-vector multiplications. These fast multiplications serve as
a key component in solving various scattering problems (e.g., see [15, 17, 36]).

The FMM uses degenerate/separable expansions of relevant kernel functions to
construct rank-structured matrix (i.e., FMM matrix) approximations to the kernel
matrices. A comprehensive study of the separability of the Helmholtz kernel can be
found in [18], where the number of terms required for the degenerate expansion of
the Green’s function of the Helmholtz equation to be within a specific accuracy for a
given wavenumber k is shown.

It has long been documented that the FMM may encounter stability issues [4,
8, 12, 22]. Possible causes of these stability issues include artificially large entries in
the FMM matrix approximations and mixed products of large and tiny numbers. A
heuristic attempt to overcome such an issue involving the use of scaling was discussed
in [22]. In subsequent developments, a rigorous scaling strategy with justifications
was used in [8] to stabilize the FMM for some 1D kernels, and an improved scaling
strategy was given in [26] for 2D non-oscillating kernels such as the generalized Cauchy
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and Poisson kernels. The work in [26] also confirms the backward stability for the 2D
FMM applied to those kernels.

For the Helmholtz kernel, it is known that the expansion introduced in [28] be-
haves well in the high-frequency regime, but it becomes fundamentally unstable in the
low-frequency regime (i.e., when there is a significant ‘sub-wavelength structure’) due
to the divergent term in the expansion [12]. A few methods have been proposed in
attempts to overcome this instability. The work in [5] used results of [25] to identify
problematic blocks and used an H-matrix, which is able to be computed in a stable
manner, to approximate those blocks. In [11, 12], the wideband FMM was discussed.
The method uses a diagonal form expansion in the high-frequency regime and switches
to a different expansion in the low-frequency regime. In the later regime, one may
encounter instability in the form of overflow. A heuristic attempt has been proposed
to deal with it [12, 13], but it lacks a rigorous justification. Moreover, no connection
has been made on how this heuristic method affects the overall stability of the FMM.

The aim of the present paper is to address the previous issue encountered in the
low-frequency regime and extend the studies of [26] to the 2D Helmholtz kernel. Due
to the oscillating nature of the Helmholtz kernel (especially when there is a large k),
the underlying tools used to arrive at an appropriate stabilization strategy via scaling
are significantly different from those in [26].

The main contributions of this paper include the following aspects. Firstly, we
present a stable degenerate expansion of the 2D Helmholtz kernel for the low-frequency
regime. To this end, we introduce a balancing strategy based on the asymptotic
behaviors of Bessel and Hankel functions to eliminate the stability risk caused by
artificially large entries in the FMM matrix corresponding to this type of expansions.
The strategy applies scaling to the low-rank factors and translation factors in the
FMM so as to balance their norms. In fact, these factors can be shown to satisfy some
norm bounds that are important to ensure stable FMM matrix-vector multiplications.
Similarly, a stable translation relation is also given for the low-frequency regime. Our
derivations mainly utilize basic Bessel properties and are convenient to understand.

Secondly, we present an intuitive stable matrix version of the 2D wideband FMM,
where we integrate our stable degenerate expansion and translation relation for the
low-frequency regime and another expansion from [27] for the high-frequency regime.
This stable matrix version of the wideband FMM thus generalize the work in [26]
to the Helmholtz kernels and results in a much more elaborate scheme because of
the oscillatory kernel and the coexistence of two different types of expansions. The
matrix version follows [26] and interprets the FMMmatrix in terms of some generators
corresponding to basis contributions from point sets as well as translations among
the basis contributions. This avoids distinguishing the so-called multipole and local
expansions and makes it convenient to understand the wideband FMM.

In the matrix version, we also provide an efficient and stable way to compute
the entries of low-rank factors and translation relations in the FMM by using some
recurrence relations and by exploiting the underlying symmetry.

Finally, we show the backward stability of the wideband FMM algorithm for the
2D Helmholtz kernel similarly to our previous work [26]. It has been known that
rank-structured matrix-vector multiplications, though quite fast, may potentially be
unstable for some situations [6, 9]. Here, we can rigorously show the stability by
analyzing the growth of the backward error. Such error growth is similar to earlier
results for simpler (and essentially one dimensional) hierarchical structured methods
in [8, 33, 34]. Here for the 2D wideband FMM, the hierarchical algorithm architecture
and our norm bounds for the generators lead to the backward stability.
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The organization of this paper is as follows. In section 2, we discuss degenerate
expansions of the 2D Helmholtz kernel, including our stable expansion for the low-
frequency regime and a well-known expansion for the high-frequency regime. Norm
bounds for low-rank factors stemming from these two expansions are discussed. In
section 3, we discuss translation relations associated with the two expansions. In sec-
tion 4, we give the stable matrix form of the wideband FMM and also show recurrence
formulas to quickly and stably compute the entries of the some low-rank factors and
translations relations. The study of the backward stability of the wideband FMM is
given in section 5. Some numerical tests are provided in section 6, followed by some
concluding remarks in section 7. Finally, the proofs of some lemmas in section 2 are
deferred to Appendix A. The following is a list of notation used throughout the paper.

• A = [aij ]1≤i≤m,1≤j≤n or A = [aij ]m×n denotes an m× n matrix A.
• [κ(xi, yj)]xi∈x,yj∈y denotes the matrix given by the evaluation of κ(x, y) at
all the points x ∈ x, y ∈ y. Sometimes, the definition of a matrix may use a
mixture of index sets and point sets.

• For A = [aij ]m×n, the following norms will be frequently used in the paper:

∥A∥max := max
1≤i≤m,1≤j≤n

|aij |, ∥A∥1,1 :=

m∑
i=1

n∑
j=1

|aij |,

∥A∥1 := max
1≤j≤n

m∑
i=1

|aij |, ∥A∥∞ := max
1≤i≤m

n∑
j=1

|aij |.

• diag(a1,1, . . . , an,n) denotes a diagonal matrix with the specified diagonal en-
tries.

• ℜ(z) and ℑ(z) denote the real and imaginary parts of a complex number z,
respectively.

• For a complex number ξ, θξ denotes its principal angle, where θξ ∈ (−π, π].

• If j ≤ k, define
∏≥j

i=k or
≥j∏
i=k

Ai := AkAk−1 · · ·Aj , where Ai, i = j, . . . , k, are

matrices of suitable sizes. If k < j, then
∏≥j

i=k Ai := I (the identity matrix).

2. 2D Helmholtz kernel: stable degenerate expansions and low-rank
approximations. In this section, we discuss stable degenerate expansions of the 2D
Helmholtz kernel κ(x, y) = H0(k|x − y|) for both the low-frequency regime and the
high-frequency regime. We will mainly focus on the former case. The latter is well-
studied, but we will revisit some essential ideas so as to connect it with our stable
matrix version of the wideband 2D FMM and its backward stability analysis.

The degenerate expansion of κ(x, y) involves the concept of well-separated sets.
We follow the one used in [8, 26, 29]. Two sets of points x ⊂ X and y ⊂ Y are
well-separated with a separation ratio τ ∈ (0, 1) if

(2.1) δx + δy ≤ τ |ox − oy|,

where δx and δy are the radii of x and y corresponding to given centers ox and oy,
respectively. With well-separated x and y, we seek to find a degenerate expansion of
κ(x, y) for each x ∈ x, y ∈ y so as to obtain a low-rank approximation of the kernel
matrix Kx,y := [κ(xi, yj)]xi∈x,yj∈y of the following form:

(2.2) Kx,y = UBV T + Er ≈ UBV T,

where B is an r × r matrix with r a positive integer determined by the accuracy
requirement, and Er is the error matrix.
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2.1. Basic properties of Bessel functions. Before we present our stable de-
generate expansion of the 2D Helmholtz kernel, we first discuss some basic properties
and bounds of Bessel functions, which will be used in our subsequent analysis. Even
though the derivations of the properties are relatively elementary, we are not aware
of any references that explicitly record these results.

Let Hp(z) be the Hankel function of the first kind:

(2.3) Hp(z) = Jp(z) + iYp(z),

where z > 0, p ∈ Z, and Jp(z) and Yp(z) are respectively the pth order Bessel functions
of the first and the second kinds. It was shown in [3, Lemma 2] that, for fixed z > 0,

(2.4) |Hp1(z)| < |Hp2(z)| for all p1 ≤ p2 and p1, p2 ∈ N ∪ {0}.

Meanwhile, for fixed p ∈ N ∪ {0},

(2.5) |Hp(z1)| > |Hp(z2)| for all z1 ≤ z2 and z1, z2 > 0.

The next lemma studies the monotonicity of |Hp(z)| and is proved in Appendix A.

Lemma 2.1. The Hankel function Hp(z) has the following properties.

(i) If z ≥ 1/2 and 0 ≤ p ≤ z, then |Hp(z)| <
√
4/π.

(ii) If z > 0, p ≥ 0, and 0 < λ < 1, then |Hp(λz)| ≤ λ−1/2|Hp/λ(z)|.
Next, following [3, (6)] and using Yp(z) in (2.3), define

(2.6) Cp(z) := −Yp(z)
√
πp

2

(
ez

2p

)p

, p ∈ N ∪ {0}, z > 0.

By [3, Corollary 6], we have Cp(z) > Cp+1(z) > · · · > 1 for all p ≥ 2 and p ≥ z > 0.
The next lemma includes some basic properties of (2.6) and is proved in Appendix A.

Lemma 2.2. Let p ∈ N∪{0} and z > 0. If p ≥ 2 and 0 < z ≤ p, then the function
Cp(z) in (2.6) has the following properties:

(i) Cp(z) <
4
√
2

e Cp+1(z),
(ii) Cp(z) is a strictly increasing function of z,
(iii) Cp(z) ≤ |Hp(p)|

√
πp
2

(
e
2

)p
.

Also, we recall Graf’s addition formulas, which are essential to the theory of the
FMM for the Helmholtz kernel (see, e.g., [1, (9.1.79)], [4, Theorem 3.1], and [24, (1)]).
Suppose z1, z2 ∈ C. We have

(2.7) Jp(k|z1 − z2|)e±ipθk(z1−z2) =

∞∑
l=−∞

Jp+l(k|z1|)e±i(p+l)θkz1Jl(k|z2|)e∓ilθkz2 .

Furthermore, if |z1| > |z2|, we have

(2.8) Hp(k|z1 − z2|)e±ipθk(z1−z2) =

∞∑
l=−∞

Hp+l(k|z1|)e±i(p+l)θkz1Jl(k|z2|)e∓ilθkz2 .

Given r ∈ N, we provide the truncation errors of (2.7) and (2.8), as they are
used to derive truncation error bounds of degenerate expansions of the 2D Helmholtz
kernel. Some relevant analysis was performed in [2, 3, 4, 5, 23, 24, 28]. Various forms
of truncation bounds are available. For example, exponentially decaying truncation
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error bounds of (2.7) and (2.8) were provided in [5, Lemma 4.2] by following the
analysis of [2] and putting some conditions on the separation parameter and the
expansion order. Meanwhile, computable error bounds were given in [3].

Even though we can use the relatively sharp truncation error bounds of (2.7) and
(2.8) provided in [23, 24], these bounds have rather complicated expressions. The
bounds presented in this paper have simpler expressions and can be derived only
by using the previously discussed basic properties of Bessel functions. These basic
properties of Bessel functions make it more convenient to study the backward errors
later in the paper since they can be immediately used to bound relevant matrix norms.

We now present the following two lemmas on truncation error bounds of (2.7)
and (2.8) and their proofs are given in Appendix A.

Lemma 2.3. Define

EJp
r (kz1, kz2) :=

∑
|l|≥r or |p+l|≥r

Jp+l(k|z1|)e±i(p+l)θkz1Jl(k|z2|)e∓ilθkz2 .

Suppose zmax ≥ max(|z1|, |z2|). Let r ≥ kzmax such that (kzmax)
l−r ≤ l!/r! for l ≥ r.

Then,

|EJp
r (kz1, kz2)| ≤

8

r!

(
kzmax

2

)r

.

Lemma 2.4. Define

EH0
r (kw, kt) :=

∑
|l|≥r

Hl(k|w|)e±ilθkwJl(k|t|)e∓ilθkt .

Suppose |t| ≤ tmax ≤ τ |w| for some τ ∈ (0, 1). If r ≥ max(ktmax/τ, 2), then

|EH0
r (kw, kt)| ≤ 2

√
2

πr

τ r

1− τ
Cr

(
ktmax

τ

)
,

where Cr(·) is defined in (2.6).

2.2. Stable degenerate expansion for the low-frequency regime. In this
subsection, we present a stable expansion for the 2D Helmholtz kernel in the low-
frequency regime and describe a balancing strategy that leads to such an expansion. A
similar expansion (without the balancing strategy) was implicitly derived in [28]. In a
later study, a matrix representation of such an expansion was provided in [4, Theorem
3.2] and is called a non-diagonal form (since the factor associated with the multipole-
to-local expansion is not a diagonal matrix). The authors of [4] left the truncation
error of the degenerate expansion as an infinite series involving Hankel and Bessel
functions. For the sake of completeness, we provide a bound for the truncation error
using some basic Bessel properties presented earlier, which shows that the truncation
error diminishes as the number of terms in the expansion increases.

Suppose x = {xi}ni=1 and y = {yj}mj=1 are well-separated with separation ratio τ .
As before, use ox and δx to mean the center and radius of x. Similarly understand
oy and δy. For any x ∈ x, y ∈ y, let

(2.9) t = (x− ox)− (y − oy), w = oy − ox.

Then x − y = −(w − t). The separation condition (2.1) leads to |t| ≤ τ |w| < |w|.
Applying (2.8) to H0(k|x− y|) = H0(k|w− t|), using (2.7), and noting that J−p(z) =
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(−1)pJp(z) for all p ∈ Z and z ≥ 0, we have the following degenerate expansion:
(2.10)

H0(k|x− y|) =
∑
|k|≤r

Hk(k|w|)e−ikθkwJk(k|t|)eikθkt + EH0
r+1(kw, kt)

=
∑
|k|≤r

Hk(k|w|)e−ikθkw

 ∑
|l|≤r,|k−l|≤r

(−1)lgk−l(k(x− ox))gl(k(y − oy))


+ εr(kx, ky)

=
∑
|k|≤r

∑
|l|≤r,|k−l|≤r

(
Hk(k|w|)e−ikθkw(−1)lgk−l(k(x− ox))gl(k(y − oy))

)
+ εr(kx, ky)

=
∑

|l|≤r,|p|≤r

 ∑
|p+l|≤r

bp,lgp(k(x− ox))gl(k(y − oy))

+ εr(kx, ky),

where gj(ξ) := Jj(|ξ|)eijθξ for all ξ ∈ C,

(2.11) bi,j =

{
(−1)jHi+j(k|ox − oy|)e−i(i+j)θk(oy−ox) , |i+ j| ≤ r,
0, |i+ j| > r,

and the remainder term is

(2.12) εr(kx, ky) := EH0
r+1(kw, kt) +

∑
|k|≤r

Hk(k|w|)e−ikθkwEJk
r+1(k(x− ox), k(y − oy)).

Here, EH0
r+1 and EJk

r+1 are defined in Lemmas 2.3 and 2.4 respectively. This expansion
can then be used to obtain a low-rank approximation to the kernel matrix as follows.

Proposition 2.5. Suppose x = {xi}ni=1 and y = {yj}mj=1 are well-separated with
separation ratio τ . Then, the low-rank approximation to the kernel matrix Kx,y in
(2.2) with κ(x, y) = H0(k|x− y|) has the following form:

U := [gj(k(xi − ox))]1≤i≤n,−r≤j≤r, V := [gj(k(yi − oy))]1≤i≤m,−r≤j≤r,

B := [bi,j ]−r≤i,j≤r,

where gj(ξ) := Jj(|ξ|)eijθξ for all ξ ∈ C and bi,j is given in (2.11). Moreover, Er in
(2.2) satisfies

(2.13) |Er| ≤
18
√
2τ r+1

π(1− τ)
Cr+1

(
k(δx + δy)

τ

)
, for all r ≥ max

(
k(δx + δy)

τ
, 2

)
,

with Cr+1(·) defined in (2.6). Additionally, the entries of U, V,B satisfy
(2.14)

∥U∥max ≤ 1, ∥V ∥max ≤ 1, ∥B∥max ≥
√

2

πr

(
2r

ek|ox − oy|

)r

Cr(k|ox − oy|).

Proof. Applying the expansion (2.10) to the entries of Kx,y to immediately get
the low-rank factors. Our goal is to bound the remainder term εr(kx, ky) in (2.12).

For any x ∈ x, y ∈ y, t, w in (2.9) satisfies |t| ≤ δx + δy ≤ τ |w|. We can set
tmax = δx + δy in Lemma 2.4 and obtain
(2.15)∣∣∣EH0

r+1(kw, kt)
∣∣∣ ≤ 2

√
2

π(r + 1)

τ r+1

1− τ
Cr+1

(
ktmax

τ

)
, for all r ≥ max

(
ktmax

τ
, 2

)
.
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Since tmax ≥ max(δx, δy) ≥ max{|x− ox|, |y − oy|}, we can utilize a step in the proof
of Lemma 2.3 in Appendix A (specifically, by setting zmax = tmax in (A.1)) to get∣∣∣EJk

r+1(k(x− ox), k(y − oy))
∣∣∣ ≤ 4

∞∑
l=r+1

|Jl (ktmax)| .

Recall that, for a fixed nonnegative integer k, |Hk(kz)| is a strictly decreasing function
in z > 0 by (2.5). Thus from |w| ≥ (δx + δy)/τ = tmax/τ , we have
(2.16)∣∣∣Hk(k|w|)EJk

r+1(k(x− ox), k(y − oy))
∣∣∣ ≤ ∣∣∣∣Hk

(
ktmax

τ

)
EJk

r+1(k(x− ox), k(y − oy))
∣∣∣∣

≤ 4

∣∣∣∣Hk

(
ktmax

τ

)∣∣∣∣ ∞∑
l=r+1

|Jl (ktmax)| ≤ 4

∞∑
l=r+1

∣∣∣∣Hl

(
ktmax

τ

)
Jl (ktmax)

∣∣∣∣
≤ 8

√
2

π(r + 1)
Cr+1

(
ktmax

τ

)(
τ r+1

1− τ

)
, for all r ≥ |k|,

where we have used a similar calculation as in the proof of Lemma 2.4 to arrive at
the last inequality. Therefore, the bounds in (2.15) and (2.16) imply

|E(kx, ky)| ≤
∣∣∣EH0

r+1(kw, kt)
∣∣∣+ ∑

|k|≤r

∣∣∣Hk(k|w|)EJk
r+1(k(x− ox), k(y − oy))

∣∣∣
≤ 18

√
2

π
Cr+1

(
ktmax

τ

)(
τ r+1

1− τ

)
, for all r ≥ max

(
ktmax

τ
, 2

)
,

which gives (2.13).
The first and second bounds in (2.14) hold because of the fact that |Jj(kz)| ≤ 1

for all j ∈ Z and z ≥ 0 (see [1, 32]). The third bound in (2.14) holds because of (2.6)
and the fact that |Hr(k|ox − oy|)| ≥ |Yr(k|ox − oy|)|. The proof is completed.

Proposition 2.5 implies that, although the U, V generators have entrywise mag-
nitudes bounded by 1, some entries of B can have extremely large magnitudes if

r >
ek|ox−oy|

2 . From (2.14), we observe that when ox − oy is very small, or when a
large r is used in (2.10) for high accuracy, we have 2r

ek|ox−oy| ≫ 1 and thus ∥B∥max

grows very fast. This poses a stability risk and may even cause overflow.
It is often preferred to control the norm of B as well [8, 9, 26]. Therefore, we follow

a strategy in [8] to scale the low-rank factors U , B, and V . While the strategy in [8]
uses some scaling factors based on Stirling’s formula, we follow the asymptotic behav-
iors of Bessel and Hankel functions to design some scaling factors for the Helmholtz
kernel. These factors are related to the heuristic ones briefly discussed in [12, 13].
The difference is that our present work rigorously justifies that these scaling factors
lead to the simultaneous control of the norms of all the low-rank factors, and such
norm control eventually leads to the stability. Our balancing strategy is as follows.

For p ∈ Z, define the scaling factors for the set x as follows:

(2.17) λx,p := max

{
1, |p|!

(
2

kδx

)|p|
}
,

and define λy,p similarly for the set y.

Lemma 2.6. The sequence {λx,p}p∈Z satisfies λx,0 < λx,1 = λx,−1 and λx,p <
λx,p+sign(p) for all p ∈ Z \ {0}, where sign(·) is the sign function.
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Proof. Without loss of generality, assume p ≥ 0, and let ap = p!
(

2
kδx

)p
. Clearly,

ap+1

ap
= 2(p+1)

kδx
. The sequence {ap}∞p=0 either monotonically increases if 2(p+1)

kδx
> 1

for all p ≥ 0, or first monotonically decreases if 2(p+1)
kδx

< 1 for finitely many p’s and
afterwards monotonically increases for all other p’s. In either case, we have

ap ≤ max{a0, ap+1} = λx,p+1.

Therefore, λx,p = max{1, ap} ≤ λx,p+1.

Given these scaling factors, we can then modify the expansion in (2.10) to get
a stable non-diagonal expansion of the 2D Helmholtz kernel. Accordingly, a stable
low-rank approximation to Kx,y can be obtained as follows.

Theorem 2.7. Suppose x = {xi}ni=1 and y = {yj}mj=1 are well-separated with
separation ratio τ ≤ 2/e. Then, the low-rank approximation to the kernel matrix
Kx,y in (2.2) with κ(x, y) = H0(k|x− y|) has the following form:
(2.18)
U := [gj(k(xi − ox))λx,j ]1≤i≤n,−r≤j≤r, V := [gj(k(yi − oy))λy,j ]1≤i≤m,−r≤j≤r,

B := [bi,j ]−r≤i,j≤r with

bi,j :=

{
(−1)jλ−1

x,iλ
−1
y,jHi+j(k|ox − oy|)e−i(i+j)θk(oy−ox ) |i+ j| ≤ r,

0 |i+ j| > r,

where gj(ξ) := Jj(|ξ|)eijθξ for all ξ ∈ C. Additionally, (2.13) holds. Moreover, the
entries of U, V,B satisfy

∥U∥max ≤ 1, ∥V ∥max ≤ 1,(2.19)

∥B∥max ≤ 8π−1 max{1,Kmax}, ∥B∥1,1 ≤ 72π−1r2 max{1,Kmax},(2.20)

where Kmax := maxxi∈x,yj∈y |κ(xi, yj)|.
Proof. With the incorporation of the scaling factors into the degenerate expan-

sion (2.10), the truncation error remains the same and is identical to that in Propo-
sition 2.5. We now analyze how the proposed scaling factors affect the norms of the
low-rank factors presented in Proposition 2.5. Recall that, for z ≥ 0, |Jj(kz)| ≤ 1
for all j ∈ Z, and also |Jj(z)| ≤ (z/2)j/j! for all j ∈ N (see [1, 32]). For 1 ≤ i ≤ n,
−r ≤ j ≤ r, we have

|gj(k(xi − ox))λx,j | = max

{
|Jj(k|xi − ox|)| , |Jj(k|xi − ox|)| |j|!

(
2

kδx

)|j|
}

≤max

{
1,

1

|j|!

(
k|xi − ox|

2

)|j|

|j|!
(

2

kδx

)|j|
}

= max

{
1,

(
|xi − ox|

δx

)|j|
}
≤ 1.

Therefore, ∥U∥max ≤ 1. Similarly, we have ∥V ∥max ≤ 1.
Next, we show the upper bounds for norms of B. Since |Hi+j(k|ox − oy|)| =

|H|i+j|(k|ox − oy|)| and |H|i+j|(k|ox − oy|)| ≤ |H|i|+|j|(k|ox − oy|)| for |i + j| ≤ r by
(2.4), we may assume without loss of generality that 0 ≤ i, j ≤ r. Note that by the
definition of the scaling factors,

(2.21) λ−1
x,j = min

{
1,

1

j!

(
kδx
2

)j
}
.

There are three cases to discuss.
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(i) Suppose i = j = 0. If |ox − oy| ≥ |x − y|, by (2.5), we immediately have
|b0,0| ≤ |H0(k|x− y|)|. Now, suppose that |ox − oy| < |x− y|. Since x and y
are well-separated, we have∣∣|x− y| − |ox − oy|∣∣ ≤ |x− ox|+ |y − oy| ≤ δx + δy ≤ τ |ox − oy|.

That is, (1 + τ)−1|x− y| ≤ |ox − oy|. Then,

|b0,0| ≤

√
|x− y|
|ox − oy|

|H0(k|x− y|)| ≤
√
1 + τ |H0(k|x− y|)| .

(ii) Suppose 1 ≤ i+j ≤ k|ox−oy|. By item (i) of Lemma 2.1, |bi,j | ≤ |Hi+j(k|ox−
oy|)| ≤

√
4/π.

(iii) Lastly, suppose 1 ≤ i+ j and k|ox − oy| < i+ j. Since Ci+j(k|ox − oy|) > 0
and |Hi(k|ox − oy|)| ≤

√
2|Yi(k|ox − oy|)|, we have

|bi,j | ≤
√
2
∣∣λ−1

x,iλ
−1
y,jYi+j(k|ox − oy|)

∣∣
≤
√
2

i!j!

(
kδx
2

)i(
kδy
2

)j

Ci+j(k|ox − oy|)

√
2

π(i+ j)

(
2(i+ j)

ek|ox − oy|

)i+j

=
2Ci+j(k|ox − oy|)
i!j!
√
π(i+ j)

(
δx

|ox − oy|

)i(
δy

|ox − oy|

)j (
i+ j

e

)i+j

≤
√
2Ci+j(k|ox − oy|)

π(i+ j)
τ i+j (i+ j)!

i!j!

(
δx

δx + δy

)i(
δy

δx + δy

)j

≤
√
2Ci+j(k|ox − oy|)

π(i+ j)
τ i+j ,

where we have used Stirling’s formula in the fourth line. Furthermore,

Ci+j(k|ox − oy|) ≤
4
√
2

e
Ci+j+1(k|ox − oy|)

≤ 4
√
2

e
|Hi+j+1(i+ j + 1)|

√
π(i+ j + 1)

2

(e
2

)i+j+1

≤ 4
√
2

e

√
4

π

√
π(i+ j + 1)

2

(e
2

)i+j+1

= 4
√
i+ j + 1

(e
2

)i+j

,

where we have used items (i) and (iii) of Lemma 2.2 in the first and second
lines respectively, and item (i) of Lemma 2.1 in the third line. Thus,

|bi,j | ≤
√
2τ i+j

π(i+ j)
Ci+j(k|ox − oy|) ≤

4
√
2

π

√
i+ j + 1

(i+ j)

(e
2
τ
)i+j

≤ 8

π

(e
2
τ
)2r

.

Accordingly, if τ ≤ 2/e, then |bi,j | ≤ 8/π.
Combining these three cases, we have the first inequality in (2.20). The second

inequality of (2.20) can be deduced from the fact that B is an (2r + 1) × (2r + 1)
matrix and ∥B∥1,1 ≤ (2r + 1)2∥B∥max ≤ 9r2∥B∥max . The proof is completed.

This theorem indicates that we can control the norms of B while simultaneously
maintaining the maximum-norm bound 1 for the U, V factors. Later in section 5, the
norm bounds in Theorem 2.7 will be used to show the stability of the FMM for the
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Helmholtz kernel. Additionally, the low-rank factors U, V,B in Theorem 2.7 may be
viewed as scaled versions of those in Proposition 2.5. In what follows, U,B, V refer
to the low-rank factors in Theorem 2.7, while Û , B̂, V̂ refer to the low-rank factors in
Proposition 2.5. We can immediately observe that

U = ÛΛx, B = Λ−1
x B̂Λ−1

y , and V = V̂ Λy,

where Λx := diag(λx,−r, λx,−r+1, . . . , λx,r−1, λx,r) with {λx,p}rp=−r the scaling factors
in (2.17), and Λy is defined similarly.

2.3. Stable degenerate expansion for the high-frequency regime. In the
literature, there is another well-known degenerate expansion of the Hankel function
that produces a diagonal matrix for the multipole-to-local expansion [27]. Its deriva-
tion and truncation error analysis are further studied in [2, 4, 5]. Because of the
nice diagonal property, such an expansion is often called a diagonal form [4] and its
computation can be done efficiently by the FFT. Additionally, for sufficiently large
arguments of the Hankel function (i.e., in the high-frequency regime), the scheme itself
is numerically stable. That is, we do not need to introduce any modifications in this
expansion. For small arguments (i.e., in the low-frequency regime), this expansion
becomes unstable [16, Section 1.3] due to the entries in the matrix B̃ below (or, to
use the classical FMM terminology, the multipole-to-local expansion). This is where
we switch to the expansion discussed in subsection 2.2. Even though the expansion
in subsection 2.2 can be used in the high-frequency regime, it may not be as efficient
as the expansion in this subsection due to the non-diagonal factors. The foregoing
explanation describes a key idea of the wideband FMM [12].

Here, we briefly revisit one degenerate expansion of κ(x, y) = H0(k|x− y|) in the
high-frequency regime, present its matrix representation, and give some norm bounds
for the low-rank factors. We first recall the corresponding low-rank factors and the
truncation error. These results can be found in [2, Theorem 3.1] and [5, Theorem 4.3].
As before, assume x = {xi}ni=1 and y = {yj}mj=1 are well-separated with separation

ratio τ . Denote the low-rank factors in (2.2) from this expansion by Ũ , B̃, Ṽ , and
denote the corresponding error matrix by Ẽr. Then,

Ũ := [fj(k(xi − ox))]1≤i≤n,1≤j≤2r+1 , Ṽ := [fj(k(yi − oy))]1≤i≤m,1≤j≤2r+1,(2.22)

B̃ := diag(b1,1, . . . , b2r+1,2r+1) with(2.23)

b̃i,i :=

r∑
k=−r

(−i)k

2r + 1
Hk(k|ox − oy|)eik(θk(oy−ox)− 2πk

2r+1 ),

where

(2.24) fp(ξ) := e−i|ξ| cos( 2πp
2r+1−θξ), for ξ ∈ C, p ∈ N.

Moreover, there exists a constant cτ > 0 that depends only on τ such that, given
0 < ε < 1

2 , we have |Ẽr| < ε for all r ≥ cτ (k(δx + δy) − log(ε)). It is also clear that

∥Ũ∥max = ∥Ṽ ∥max = 1 since |fp(ξ)| = |e−i|ξ| cos( 2πp
2r+1−θξ)| = 1 for all ξ ∈ C.

While the previous result suggests that we can theoretically pick r large enough
to obtain any desired accuracy, in practice, this may not be feasible. The entries
of B̃ in (2.23) rapidly diverge, making them very challenging to compute accurately
with double-precision floating-point arithmetic. However, it is possible to find an
upper bound for the entries of B̃ if we assume that the rank r is less than a certain
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quantity. The following lemma gives an upper bound for such entries, which is a direct
consequence of item (i) of Lemma 2.1 and will be used in our later stability studies.

Lemma 2.8. If r ≤ k|ox − oy|, then for all 1 ≤ p ≤ 2r + 1,

|b̃p,p| ≤
1

2r + 1

r∑
k=−r

|Hk(k|ox − oy|)| ≤
√

4

π
.

The previous lemma indicates a tradeoff between ensuring the entries are bounded
and achieving a desired level of accuracy. To ensure that the entries are bounded, we
need to restrict the rank r, which in turn limits the accuracy of the high-frequency
expansion. Finally, we want to point out that there is actually a link between the
low-rank factors U, V discussed in subsection 2.2 and the low-rank factors Ũ , Ṽ in the
current subsection. See [5, Proposition 4.6] for a discussion on the transformation
from a Bessel function to a plane wave, and vice versa.

3. Translation relations for the 2D Helmholtz kernel. We then discuss
translation relations for the U, V basis matrices. These translation relations are crucial
in accelerating the computational speed of the FMM. For the sake of presentation, we
rewrite U in (2.18) as Ux, where the subscript x indicates the dependence on the set
x. We intend to derive translation relations between Ux and Ux′ for x′ ⊂ x. Suppose
x′ has center ox′ and radius δx′ , while x has center ox and radius δx so that the
associated disks Dx′ and Dx satisfy Dx′ ⊂ Dx, where

(3.1) Dx′ := {z ∈ C : |z − ox′ | ≤ δx′} and Dx := {z ∈ C : |z − ox| ≤ δx}.

3.1. Stable translation relation for the low-frequency regime. We start
by presenting the stable translation relation corresponding to our stable expansion
of the 2D Helmholtz kernel in the low-frequency regime. The original version of this
translation relation was first discussed in [28]. In contrast to the original translation
relation, ours explicitly incorporates scaling factors.

Theorem 3.1. Suppose x′ ⊂ x and Dx′ ⊂ Dx, where Dx′ and Dx are defined in
(3.1) and suppose there exists a constant β ∈ (0, 1) such that for all x′ ⊂ x,

(3.2) max{δx′ , |ox − ox′ |} ≤ βδx.

Let λx,p, λx′,p be scaling factors as defined in (2.17) and gj(ξ) := Jj(|ξ|)eijθξ for all
ξ ∈ C. Let r ≥ max {ekδx/2, 1} such that (kδx)

l−r ≤ l!/r! for all l ≥ r. Then, the
following translation relation holds:

(3.3) Ux′,x = Ux′Tx′,x + Fr,

where

Ux′,x := [gj(k(x− ox))λx,j ]x∈x′,−r≤j≤r, Ux′ := [gj(k(x− ox′))λx′,j ]x∈x′,−r≤j≤r,

Tx′,x := [ti,j ]−r≤i,j≤r with

ti,j :=

{
λx,jgi−j(k(ox − ox′))λ−1

x′,i, |i− j| ≤ r,
0, |i− j| > r,

Fr := [λx,jE
Jj

r+1(k|x− ox′ |, k|ox − ox′ |)]x∈x′,−r≤j≤r.
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12 MICHELLE MICHELLE, XIAOFENG OU, AND JIANLIN XIA

Moreover,

∥Fr∥max ≤ βr+1 4kδx
(r + 1)

, ∥Tx′,x∥max ≤ 1, and ∥Tx′,x∥1 ≤ 2r + 1.(3.4)

Proof. The relation in (3.3) follows from Graf’s addition formula (2.7). We show
the bound for ∥Fr∥max. By (3.2), we have βδx ≥ max{|x − ox′ |, |ox − ox′ |} for all
x ∈ x′. Letting zmax = βδx in Lemma 2.3, we have∣∣∣EJp

r+1(k|x− ox′ |, k|ox − ox′ |)
∣∣∣ ≤ 8

(r + 1)!

(
kβδx
2

)r+1

, x ∈ x′(3.5)

for all r ≥ kδxβ such that (kδxβ)
l−r ≤ l!/r! for l ≥ r. Combining the above

inequalities with the monotonicity of the scaling factors and assuming that r ≥
max{ekδx/2, 1}, we have

∥Fr∥max = λx,i

∣∣∣EJi
r+1(k|x− ox′ |, k|ox − ox′ |)

∣∣∣ ≤ λx,r ∣∣∣EJi
r+1(k|x− ox′ |, k|ox − ox′ |)

∣∣∣
≤ max

{∣∣∣EJi
r+1(k|x− ox′ |, k|ox − ox′ |)

∣∣∣ , 8

(r + 1)!

(
kβδx
2

)r+1

r!

(
2

kδx

)r
}

≤ max

{
8√

2π(r + 1)

(
ekβδx
2(r + 1)

)r+1

,
4kβr+1δx
(r + 1)

}

≤ βr+1 max

{
8√

2π(r + 1)

(
ekδx

2(r + 1)

)r+1

,
4kδx
r + 1

}

≤ βr+1 4kδx
(r + 1)

max

{(
ekδx

2(r + 1)

)r

, 1

}
≤ βr+1 4kδx

(r + 1)
,

where we applied Stirling’s inequality to (3.5) in the third inequality.
Then look at ∥Fr∥max. By Lemma 2.6, we have λx,|i| ≤ λx,|i|+|j−i|. To find an

upper bound for ∥Tx′,x∥max, we observe that

∥Tx′,x∥max = |ti,j | ≤ λx,|i|+|j−i| |Jj−i(k|ox − ox′ |)|λ−1
x′,|i|

= max

{
|Jj−i(k|ox − ox′ |)|

λx′,|i|
, (|i|+ |j − i|)!

(
2

kδx

)|i|+|j−i| |Jj−i(k|ox − ox′ |)|
λx′,|i|

}

≤ max

{
1

λx′,|i|
,

(
|j − i|+ |i|
|i|

)(
|ox − ox′ |

δx

)|j−i|(
δx′

δx

)|i|
}
≤ 1,

where we use |Jp(z)| ≤ (z/2)p/p! for all p ∈ N∪ {0} and z ≥ 0 to reach the last line.

In this (approximate) translation relation, the norm of the error term decays
exponentially with respect to r. Note that the relation (3.2) means that δx′/δx or
|ox − ox′ |/δx is not too close to 1. This is typically the case for situations that are
not too extreme so that the FMM can be used to accelerate the computations. Then
proper hierarchical paritioning of the point sets can be used to make sure (3.2) holds.

3.2. Translation relation for the high-frequency regime. Next, we state
the translation relation corresponding to the expansion of the 2D Helmholtz kernel
for the high-frequency regime, which is given in [4, Theorem 3.5] or [5, (4.8)]. As
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before, we assume that x′ ⊂ x and Dx′ ⊂ Dx, where Dx′ and Dx are defined in (3.1).
This relation is derived from the fact that fj(ξ) defined in (2.24) can be written as:

fj(ξ) = e−i(ℜ(ξ),ℑ(ξ))·(cos( 2πj
(2r+1) ),sin(

2πj
(2r+1) )), 1 ≤ j ≤ 2r + 1.

This can be used to immediately deduce that, for all x ∈ x′,

fj(k(x− ox)) = fj(k(x− ox′))fj(k(ox′ − ox)).

For simplicity of presentation, we assume that the expansion order r is fixed for all
levels. (The variable expansion order case is discussed in [4, Theorem 3.5] or [5,
(4.8)].) Then, the following translation relation holds:

Ũx′,x = Ũx′ T̃x′,x,(3.6)

where

Ũx′,x := [fj(k(x− ox))]x∈x′,1≤j≤2r+1, Ũx′ := [fj(k(x− ox′))]x∈x′,1≤j≤2r+1,

T̃x′,x := diag(t̃1,1, . . . , t̃2r+1,2r+1) with t̃j,j := fj(k(ox′ − ox)).

Moreover, the entries of T̃x′,x obviously satisfy ∥T̃x′,x∥1 = 1. In addition, if we further
assume that x′′ ⊂ x′ and Dx′′ ⊂ Dx′ , where Dx′′ is defined similarly as in (2.24), then
the following translation relation can be directly deduced: T̃x′′,x = T̃x′′,x′ T̃x′,x.

4. Stable matrix version of the wideband FMM. Based on results in the
previous sections, we describe a stable matrix version of the wideband FMM for the
2D Helmholtz kernel. We also discuss some recurrence relations for quickly and stably
computing certain generators. A detailed discussion of the matrix version for the basic
2D FMM can be found [26, Section 4]. The matrix version of the wideband FMM
for the 2D Helmholtz kernel is slightly more involved, since we may use different
expansions depending on the levels of the hierarchical partitioning of the point sets.

4.1. Wideband FMM matrix. In the following discussion, we follow the no-
tation in [26, Section 4]. Without loss of generality, suppose the point sets X,Y (at
the beginning of section 1) are located within a square domain which is hierarchically
partitioned into L levels following a quadtree so that the leaf-level subdomains contain
O(1) points. Suppose the root level is at level l = 0 and the leaves are at level l = L.
As discussed earlier, we may set a switching level L̃ such that for all levels l ≥ L̃ we
use the degenerate expansion in subsection 2.2 and the translation relation in subsec-
tion 3.1. Otherwise, we use those in subsections 2.3 and 3.2. One way to determine
the switching level is by setting a condition on the product of the wavenumber k and
the size of a partition box at a given level [11, 12, 14]. The numerical experiments in
[11, Table 1] and the discussion in [12, Section 3] suggest that this switching level also
depends on the target accuracy and our desire to control the entrywise magnitudes
of B̃ (see the discussion related to Lemma 2.8).

In the hierarchical partitioning, subsets that satisfy (2.1) correspond to far-field
blocks in the kernel matrix K in (1.1). The other blocks of K are categorized as
near-field blocks and are stored in dense forms. Far-field blocks can be approximated
by low-rank forms following the two types of degenerate expansions of H0(k|x − y|)
discussed before. Following the terminology in the matrix version FMM in [26], each
subset x ⊂ X at level l > L̃ contributes a basis matrix U . The U basis matrices at the
leaf level are directly obtained as in Theorem 2.7, and those at levels L−1, . . . , L̃+1 are
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implicitly available through the translation operators T as in Theorem 3.1. Similarly,
we can obtain the V factors and their translation operators. Theorem 2.7 also gives the
factors B. These factors can be used to approximate any far-field block corresponding
to the low-frequency regime and are called generators of the FMM matrix.

For the high-frequency regime, although the generators Ũ , Ṽ in (2.22) are only
first used at level L̃, their row sizes may be large for them to be efficient. Thus, we
form the basis contribution Ũ in (2.22) at level L and use the translation operators
T̃ in (3.6) to implicitly produce upper level basis generators Ũ . Similarly, produce
the leaf-level Ṽ generators and associated translation operators. Also, use (2.23) to
obtain the B̃ generators (only for levels L̃, . . . , 2). (Note that at level l = 1 the subsets
are all near-field neighbors.)

With all these generators, K in (1.1) can be decomposed as

(4.1) K = K(0) +

L̃−1∑
l=2

Ũ (l)B̃(l)(Ṽ (l))T +

L∑
l=L̃

U (l)B(l)(V (l))T + E ,

where
• K(0) corresponds to the near-field blocks,
• Ũ (l), B̃(l), Ṽ (l) are block diagonal matrices containing low-rank factors that

make up each far-field block at level l using the expansion for the high-
frequency regime discussed in subsection 2.3,

• U (l), B(l), V (l) are block diagonal matrices containing low-rank factors that
make up each far-field block at level l using the expansion for the low-
frequency regime discussed in subsection 2.2, and

• E :=
∑L̃−1

l=2 Ẽ(l)+
∑L

l=L̃ E(l) with Ẽ(l) and E(l) error matrices from the low-rank
approximations and translation relations.

Note that the basis matrices Ũ (l), Ṽ (l), U (l), and V (l) satisfy the following nested
relations because of the translation relations:

Ũ (l) = Ũ (l+1)R̃(l), Ṽ (l) = Ṽ (l+1)R̃(l), U (l) = U (l+1)R(l), V (l) = V (l+1)R(l),

where R(l), R̃(l) are block diagonal matrices such that each diagonal block contains a
translation generator associated with a node at level l. Similar to [26, (4.7)], we can
use these relations to rewrite (4.1) as K = K̃ + E , where

K̃ = K(0) + Ũ (L)R̃(L−1) · · · R̃(L̃−1)

(
R̃(L̃−2)

(
· · ·
(
R̃(2)B̃(2)(R̃(2))T + B̃(3)

)
· · ·
)(4.2)

· (R̃(L̃−2))T + B̃(L̃−1)

)
(R̃(L̃−1))T · · · (R̃(L−1))T(Ṽ (L))T

+ U (L)

(
R(L−1)

(
· · ·
(
R(L̃)B(L̃)(R(L̃))T +B(L̃+1)

)
· · ·
)
(R(L−1))T+B(L)

)
(V (L))T.

K̃ is the wideband FMM matrix, which is the approximation to K as produced by
the wideband FMM. Like in [26], here the U, V, Ũ , Ṽ generators can be simply un-
derstood as the basis contributions from relevant point subsets, the B, B̃ generators
reflect translations between basis contributions of far-field subsets, and R, R̃ genera-
tors reflect translations between parent and child basis contributions. This avoids the
need to distinguish multipole and local expansions in the usual FMM and makes it
convenient to understand the wideband FMM.
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We can determine the total error of the wideband FMM matrix by using a sim-
ilar argument used in the backward stability analysis (Theorem 5.2) and taking into
account of the errors coming from the low-rank approximations in both frequency
regimes and the translation relations in the low-frequency regime.

The wideband FMM matrix K̃ can be multiplied with a vector q quickly with
O(r(M + N)) complexity when we choose r̃ = r and set the number of points in
each finest-level subset to be O(r). It simply follows the structured matrix-vector
multiplications that have been well studied for various kinds of hierarchical structured
matrices [7, 10, 20, 21, 35]. For convenience, we show the multiplication algorithm in
Algorithm 4.1 so as to facilitate our later stability analysis.

Algorithm 4.1 Wideband FMM matrix-vector multiplication ϕ(= Kq) ≈ K̃q
1: ṽ(L) ← (Ṽ (L))Tq
2: for level l = L− 1, . . . , L̃− 1 do
3: ṽ(l) ← (R̃(l))Tṽ(l+1)

4: end for
5: t̃(L̃−1) ← B̃(L̃−1)ṽ(L̃−1)

6: for level l = L̃− 2, . . . , 2 do ▷ Bottom-up traversal using subsections 2.3 and 3.2
7: ṽ(l) ← (R̃(l))Tṽ(l+1)

8: t̃(l) ← B̃(l)ṽ(l)

9: end for
10: ũ(2) ← t̃(2)

11: for level l = 3, . . . , L̃− 1 do ▷ Top-down traversal using subsections 2.3 and 3.2
12: ũ(l) ← R̃(l−1)ũ(l−1) + t̃(l)

13: end for
14: for level l = L̃, . . . , L do
15: ũ(l) ← R̃(l−1)ũ(l−1)

16: end for
17: ϕ1 ← Ũ (L)ũ(L)

18: v(L) ← (V (L))Tq
19: t(L) ← B(L)v(L)

20: for level l = L− 1, . . . , L̃ do ▷ Bottom-up traversal using subsections 2.2 and 3.1

21: v(l) ←
(
R(l)

)T
v(l+1)

22: t(l) ← B(l)v(l)

23: end for
24: u(L̃) ← t(L̃)

25: for level l = L̃+ 1, . . . , L do ▷ Top-down traversal using subsections 2.2 and 3.1
26: u(l) ← R(l−1)u(l−1) + t(l)

27: end for
28: ϕ2 ← U (L)u(L) +K(0)q
29: ϕ← ϕ1 + ϕ2 ▷ Evaluation

4.2. Recurrence relations for computing generators. We provide some de-
tails on how to quickly and stably compute the entries of low-rank factors and transla-
tion relations associated with our stable expansion for the low-frequency regime. For
the high-frequency regime, the entries of Ũ and Ṽ are plane waves with a modulus of
one, so there is no risk of running into overflow issues. As discussed earlier, the choice
of the switching level may depend on the accuracy, which is implicitly influenced by
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how well we can compute the entries of B̃. In the wideband FMM algorithm, we in-
tentionally set the switching level to ensure the entries of B̃ are computed accurately,
avoiding overflow or stability issues that cannot be corrected by our stabilization
strategy. Thus, we focus on the generators from the low-frequency regime.

Theorems 2.7 and 3.1 state that the matrices U , B, V , and the translation factors
T satisfy some norm bounds. The entries of these factors can often be computed
accurately and in a stable manner by direct calculations. However, certain situations
may arise, where direct calculations become problematic. For example, when we
have to multiply an extremely large number with an extremely small number, even
though the result is relatively moderate in magnitude. For that reason, we present the
following relations that can compute the entries of U,B, V in stably and efficiently.

Recall that the following recurrence relation holds for[1, (9.1.27)]:

Zp+1 + Zp−1 =
2p

z
Zp, p ∈ N ∪ {0}, z > 0, Zp ∈ {Jp, Yp, Hp}

The recurrence relation for Jp is backward stable and can be computed by the Miller’s
recurrence algorithm (e.g., see [19] and references therein). In the forward direction,
the recurrence relation for Jp is numerically unstable. On the other hand, the re-
currence relation for Yp is forward stable. Given these considerations, the following
relations can be used to quickly and stably compute the entries of U,B, V, T .

We first discuss the recurrence relations for the entries of U . For 1 ≤ i ≤ m, let

ψ̃i,r+1 = 0, ψ̃i,r = 1,

ψ̃i,j =
λx,j

λx,j+1

(
2(j+1)
k|xi−ox| ψ̃i,j+1 − λx,j+1

λx,j+2
ψ̃i,j+2

)
, 0 ≤ j ≤ r − 1,

ψi,j = J0(k|ox − oy|)ψ̃−1
i,0 ψ̃i,j ,

ψi,−j = (−1)jψi,j , 1 ≤ j ≤ r.

Then, U = [ui,j ]1≤i≤m,−r≤j≤r = [eijθk(xi−ox)ψi,j ]1≤i≤m,−r≤j≤r. Note that we have
used the underlying symmetry of the entries in the last line. The entries of V can be
computed similarly.

Next, we discuss the recurrence relations for the entries of B. Let

ν0,0 = Y0(k|ox − oy|), ν1,0 = λ−1
1 Y1(k|ox − oy|),

νi,0 =
λx,i−1

λx,i

(
2i

k|ox−oy|νi−1,0 − λx,i−2

λx,i−1
νi−2,0

)
, 2 ≤ i ≤ r,

ν−i,0 = (−1)iνi,0, 1 ≤ i ≤ r,

νi−1,j+1 =
λx,i

λx,i−1

λy,j

λy,j+1
νi,j , 0 ≤ j ≤ r − 1, |i+ j| ≤ r,

ν−i,−j = (−1)i+jνi,j , 0 ≤ j ≤ r − 1, |i+ j| ≤ r,

and

(4.3)

µ̃r+1,0 = 0, µ̃r,0 = 1,

µ̃i,0 =
λx,i+1

λx,i

(
2(i+1)

k|ox−oy| µ̃i+1,0 − λx,i+2

λx,i+1
µ̃i+2,0

)
, 0 ≤ i ≤ r − 1,

µi,0 = J0(k|ox − oy|)µ̃−1
0,0µ̃i,0,

µ−i,0 = (−1)iµi,0, 1 ≤ i ≤ r,

µi−1,j+1 =
λx,i

λx,i−1

λy,j

λy,j+1
µi,j , 0 ≤ i ≤ r − 1, |i+ j| ≤ r,

µ−i,−j = (−1)i+jµi,j , 0 ≤ i ≤ r − 1, |i+ j| ≤ r.
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Then B = [bi,j ]−r≤i,j≤r = [(−1)je−i(i+j)θk(oy−ox)(µi,j + iνi,j)]−r≤i,j≤r. Once again,
we note that we have used the underlying symmetry of the entries to obtain ν−i,−j

and µ−i,−j for all 0 ≤ i ≤ r − 1 and |i+ j| ≤ r.
Finally, the entries of T can be computed the same way as (4.3) by changing the

line for µi−1,j+1 to

µi−1,j+1 =
λx,i

λx,i−1

λy,j+1

λy,j
µi,j , 0 ≤ i ≤ r − 1, |i+ j| ≤ r.

Then, T = [ti,j ]−r≤i,j≤r = [e−i(i−j)θk(oy−ox)µi,−j ]−r≤i,j≤r.

5. Backward stability analysis. Now, we study the backward stability of the
wideband FMMmatrix-vector multiplication Algorithm 4.1 based on the norm bounds
presented in subsections 2.2, 2.3, 3.1, and 3.2.

Assumption 5.1. For convenience, the backward stability analysis utilizes the fol-
lowing notation and assumptions.

• For simplicity, suppose |X| = |Y| = N for X,Y in (1.1).
• The FMM tree T is a full quadtree with L levels such that there are 4l nodes
at level l for 0 ≤ l ≤ L.

• Each node i ∈ T is associated with some generators of the FMM matrix in
(4.2). For convenience, use Ui, Vi, Ri etc. to denote the generators associated
with i at level l, where Ri is the translation generator and is a diagonal block
of R(l) in (4.2). The symbols Ũi, Ṽi, R̃i etc. can be similarly understood.

• For each node i ∈ T , denote its level in T by lv(i). If L̃ ≤ lv(i) ≤ L,
Ui and Vi have column sizes 2r + 1 (see (2.18)). Similarly, Ũi and Ṽi for
2 ≤ lv(i) ≤ L̃− 1 are assumed to have column sizes 2r̃+ 1 (see (2.22)). Each
Ri is (2r + 1) × (2r + 1) and each R̃i is (2r̃ + 1) × (2r̃ + 1). If lv(i) = L, Ui

and Vi have row sizes |xi| = |yi| = N0 = O(1).
• The sparse block matrix K(0) has a maximum of w columns in any of nonzero
near-field blocks. w is related to the maximum number of points in the leaf
nodes at level L.

• For each level where the expansion in subsection 2.2 is used, the assumptions
in Lemma 2.8 hold and r̃ is chosen accordingly. This assumption is related
to the switching level L̃ used in the algorithm. For the other levels, the
assumptions in Theorem 3.1 hold and r is chosen accordingly.

• The inequality 3max{γ2r+1, γ2r̃+1, γN0
} log2(N) ≤ 1/2 holds, where

γn :=
nϵmach

1− nϵmach
, (ϵmach: machine epsilon).

• The error matrix E in (4.1) satisfies |E| ≤ ε, where we assume ε ≥ ϵmach for
convenience.

In addition, use fl(·) to represent the result from a floating point operation. To
simplify the presentation, the stability analysis also uses the standard multi-index
notation like in [26]:

ααα := (α1, . . . , αn), αi ∈ {0, 1}, 1 ≤ i ≤ n, n ∈ N.

Also, let |ααα| := α1 + · · ·+ αn. For k ≥ j, define(≥j∏
i=k

Ai

)ααα

:= Aα1

k . . . A
αk−j+1

j and ∆ααα

(≥j∏
i=k

Ai

)
:= (∆α1Ak) . . . (∆

αk−j+1Aj) ,
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18 MICHELLE MICHELLE, XIAOFENG OU, AND JIANLIN XIA

where ∆0Ai := Ai and ∆1Ai := ∆Ai for j ≤ i ≤ k and terms like ∆Ai appear in the
perturbation analysis below.

Theorem 5.2. With Assumption 5.1, the wideband FMM (Algorithm 4.1) is
backward stable and the multiplication of K̃ in (4.2) with a vector q satisfies

fl(K̃q) = (K +∆K)q with

∥∆K∥max ≤
54 · 211

π
max{γ2r+1, γ2r̃+1, γN0

} log2(N)p(r, r̃)max{1, ∥K∥max}

+7γw∥K∥max + 2ε,

where p(r, r̃) := (2r̃ + 1)2 + (2r + 1)2(L−L̃+2).

Proof. The proof of the theorem is similar to the proof of [26, Theorem 5.8],
except that the norm bounds of some translation matrices may be larger than 1,
which leads to potential error growth that needs to be quantified. We follow the
notation in [26] and apply a similar procedure twice (once for each expansion used in
the FMM matrix). For each expansion, we carefully track the error propagation of
the bottom-up and top-down traversals. Below, we give the main steps of the proof
and leave out lengthy technical details of certain steps that can be referred to [26].

Lines 1–17 of Algorithm 4.1: We first consider the high-frequency expansion of
the FMM algorithm. The floating operations in lines 1–4 of Algorithm 4.1 yield

(R̃(L−1) +∆R̃(L−1))T . . . (R̃(L̃−1) +∆R̃(L̃−1))T(Ṽ (L) +∆Ṽ (L))Tq

= (Ṽ (L̃−1) +∆Ṽ (L̃−1))Tq,

where

(5.1)

∆Ṽ (L̃−1) := (∆Ṽ (L))
(
R̃(L−1,L̃−1)

)
+

L−L̃+1∑
|ααα|=1

(Ṽ (L))(∆ααα(R̃(L−1,L̃−1)))

+

L−L̃+1∑
|ααα|=1

(∆Ṽ (L))(∆ααα(R̃(L−1,L̃−1))).

From subsection 3.2, we have ∥T̃x′,x∥1 = ∥T̃x′,x∥∞ = 1 for x′ ⊂ x. Let i, j be two leaf
nodes at level L. The subscript below stands for a node at level L if it is attached to

Ṽ (L̃ or Ũ (L̃). If it is attached to R(L−1,j), then it stands for a product of L−j matrices
of size (2r+1)×(2r+1) (corresponding to the node indicated by the subscript), where

the nth matrix of this product, R
(L−n)
i , is a submatrix of R(L−n). We have

∥(∆Ṽ (L)
j )

(
R̃

(L−1,L̃−1)
j

)
∥∞ ≤ γ2r̃+1(2r̃ + 1),∥∥∥∥∥∥(Ṽ (L)

j )

L−L̃+1∑
|ααα|=1

(∆ααα(R̃
(L−1,L̃−1)
j ))

∥∥∥∥∥∥
∞

≤ (2r̃ + 1)2γ2r̃+1 log2N,∥∥∥∥∥∥(∆Ṽ (L)
j )

L−L̃+1∑
|ααα|=1

(∆ααα(R̃
(L−1,L̃−1)
j ))

∥∥∥∥∥∥
∞

≤ 2γ22r̃+1(2r̃ + 1) log2N,

where we used [26, (5.12)] for the last two estimates. It follows that

∥(∆Ṽ (L̃−1)
j )T∥1 = ∥∆Ṽ (L̃−1)

j ∥∞ ≤ 6γ2r̃+1(2r̃ + 1) log2N.
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For a given ũ(L̃−1) at the end of line (13) in Algorithm 4.1, line (14)-(17) yields

(Ũ (L) +∆Ũ (L))

R̃(L−1,L̃−1) +

L−L̃+1∑
|ααα|=1

∆ααα(R̃(L−1,L̃−1))

fl(ũ(L̃−1))

= (Ũ (L̃−1) +∆Ũ (L̃−1))fl(ũ(L̃−1)),

where ∆Ũ (L̃−1) is defined as in (5.1) with Ṽ replaced by Ũ . Moreover,

∥∆Ũ (L̃−1)
i ∥∞ ≤ 6γ2r̃+1(2r̃ + 1) log2N.

Thus, we have fl(ϕ1) = (Khigh +∆Khigh) and by the proof of [26, Lemma 5.7],

Khigh :=

L̃−1∑
k=2

Ũ (L̃−1)R̃(L̃−2,k)B̃(k)(R̃(L̃−2,k))T(Ṽ (L̃−1))T,

∆Khigh :=

L̃−1∑
k=2

6∑
|βββ|=1

(∆β1Ũ (L̃−1))(∆β2M̃ (k))(∆β3Z(k))(∆β4B̃(k))(∆β5 P̃ (k))T

· (∆β6 Ṽ (L̃−1))T

with |∆Z(k)| ≤ ϵmachI, M̃
(k) := M̂ (L̃−2,k), M̂ (j) := R̃(j), P̃ (k) := R̃(L̃−2,k),

∆M̃ (k) :=

L̃−1−k∑
|ααα|=1

∆ααα
(
M̂ (L̃−2,k)

)
, ∆P̃ (k) :=

L̃−1−k∑
|ααα|=1

∆ααα
(
R̃(L̃−2,k)

)
,

∆M̂ (j) := ∆R̃(j) +∆Z(j+1)R̃(j) +∆Z(j+1)∆R̃(j).

Moreover, M̃ (k), ∆M̃ (k), P̃ (k), ∆P̃ (k) satisfy the following bounds by repeating the
calculation done in [26, Lemma 5.6]:

∥M̃ (k)
i ∥1 ≤ 1, ∥P̃ (k)

j ∥1 ≤ 1,

∥∆M̃ (k)
i ∥1 ≤

L̃−1−k∑
|ααα|=1

(
L̃− 1− k
|ααα|

)
(3γ2r̃+1)

|ααα| ≤ 6γ2r̃+1 log2(N),

∥(∆P̃ (k)
j )T∥max = ∥∆P̃ (k)

j ∥max = ∥∆P̃ (k)
j ∥1 ≤ 2γ2r̃+1 log2(N).

Using a similar argument as in [26, (5.19)-(5.20)], we have

|∆K̃high| ≤
27 · 6√
π
γ2r̃+1 log2(N)(2r̃ + 1)2.

Lines 18–28 of Algorithm 4.1: Now, we deal with the low-frequency part which
is coupled with the near-field evaluation. Following the proof of [26, Lemma 5.7], we
have fl(ϕ2) = (K̃low +∆K̃low)q, where

K̃low :=

L∑
k=L̃

U (L)R(L−1,k)B(k)(R(L−1,k))T(V (L))T +K(0),
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∆K̃low :=

L∑
k=L̃

7∑
|βββ|=1

(∆β1H)(∆β2U (L))(∆β3M (k))(∆β4Z(k))(∆β5B(k))(∆β6P (k))T

· (∆β7V (L))T + (∆K(0) +∆HK(0) +∆H∆K(0)),

with |∆H| ≤ ϵmachI, M
(k) := M̆ (L−1,k), M̆ (j) := R(j), P (k) := R(L−1,k),

∆M (k) :=

L−k∑
|ααα|=1

∆ααα
(
M̆ (L−1,k)

)
, ∆P (k) :=

L−k∑
|ααα|=1

∆ααα
(
R(L−1,k)

)
,

∆M̆ (j) := ∆R(j) +∆Z(j+1)R(j) +∆Z(j+1)∆R(j).

Let i, j be two leaf nodes at level L, and let the subscripts i, j carry the same meaning
as before if they are attached to U , V , and R. In what follows, if the subscript is
attached to B(k), then it stands for the multipole-to-local expansion at level k for the
points in the nodes i and j. The above matrices satisfy the following estimates (which
can be obtained by using the same procedure as in [26, Lemmas 5.5-5.7] and taking
into account of the norm bounds in subsection 3.1)

∥∆β1Hi∥∞ ≤ ϵβ1

mach, ∥∆β2U
(L)
i ∥∞ ≤ γ

β2

2r+1(2r + 1),

∥∆β3M
(k)
i ∥1 ≤ (6γ2r+1 log2N)β3(2r + 1)L−k,

∥∆β4Z
(k)
i ∥1 ≤ ϵ

β4

mach, ∥∆β5B
(k)
i,j ∥1,1 ≤ γ

β5

2r+1

(
72

π
r2 max{1, ∥K∥max}

)
,

∥∆β6P
(k)
j ∥1 ≤ (2γ2r+1 log2N)β6(2r + 1)L−k, ∥(∆β7V

(L)
j )T∥1 ≤ γβ7

N0
(2r + 1),

where ∆Hi is a submatrix of ∆H. A similar argument as in [26, (5.19)-(5.20)] yields

|∆K̃low| ≤ 54·210
π (2r+1)2(L−L̃+2) max{1, ∥K∥max}max{γ2r+1, γN0} log2N + 3γw|K|,

Line 29 of Algorithm 4.1: Finally, the floating operation for line (29) in Algo-
rithm 4.1 yields

fl(ϕ) = (I +∆G)(K̃high +∆K̃high + K̃low +∆K̃low)q = (K +∆K)q,

where K̃ = K̃high + K̃low, |∆G| ≤ ϵmachI, and

∆K := −E +∆K̃high +∆K̃low +∆G(K − E) + ∆G∆K̃high +∆G∆K̃low.

It follows that

|∆K| ≤ |E|+ (1 + ϵmach)|∆K̃high|+ (1 + ϵmach)|∆K̃low|+ |∆G||K|+ |∆G||E|

≤ 54 · 211

π
max{1, ∥K∥max}max{γ2r+1, γ2r̃+1, γN0} log2(N)p(r, r̃) + 7γw|K|+ 2ε,

where p(r, r̃) := (2r̃ + 1)2 + (2r + 1)2(L−L̃+2). The proof is completed.

This theorem indicates that the wideband FMM is backward stable. In the bound
for |∆K|, the term that depends on N is log2(N)p(r, r̃), where the main growth

results from the factor (2r + 1)2(L−L̃+2). Since typically L = O(logN), this factor
is a polynomial term in N . Thus, in the worst case, the backward error has about
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polynomial growth. In comparison, it is known that some other rank-structured
matrix-vector multiplications may be unstable [6, 9], even if the corresponding dense
matrix-vector multiplication is stable. Theorem 5.2 confirms the stability of the our
wideband FMM with balancing for the low-frequency regime.

The bound for |∆K| in Theorem 5.2 may be conservative in terms of the ranks r̃
and r. To achieve a sharper dependence on the ranks, it is necessary to find sharper
bounds for ∥B∥1,1 in Theorem 2.7 and ∥Tx′,x∥1 in Theorem 3.1. However, finding these
sharper bounds is challenging, as they involve more sophisticated properties/bounds
of Bessel and Hankel functions. We would also like to mention that the backward
error in Theorem 2.7 is not exactly in the form of a relative error. This is mainly due
to the bound for ∥B∥1,1 in Theorem 2.7. Now, if ∥K∥max ≥ 1, then we can obtain a
relative backward error bound as follows

∥∆K∥max ≤
(
6 · 211

π
max{γ2r+1, γ2r̃+1, γN0

} log2(N)p(r, r̃)+9max{γw, ε}
)
∥K∥max.

6. Numerical experiments. In this section, we show some numerical tests to
evaluate the performance of the stable wideband FMM. As mentioned earlier, a source
of instability/overflow stems from the low-frequency regime. Thus, the following
numerical experiments mostly aim to evaluate the performance of our stable expansion
of the 2D Helmholtz kernel for the low-frequency regime in subsection 2.2.

In the tests, we compare two versions of the FMM:
• Stable (L̃): our stable wideband FMM with balancing in the degenerate ex-
pansion (Theorem 2.7) and the translation relation (Theorem 3.1) for the
low-frequency regime;

• Regular (L̃): a regular wideband FMM without any balancing for the low-
frequency regime (and in particular, with the unscaled expansion in Proposi-
tion 2.5 and with unscaled translation relations).

For the high-frequency regime, both versions use the degenerate expansion in
subsection 2.3 and the translation relation in subsection 3.2. Following the hierarchical
partitioning of the domain, the high-frequency regime is involved when L̃ ≥ 4.

To carry out the experiments, we replicate the setting of [26, Section 6.1] and
utilize its sets X and Y. The points in the sets X and Y are randomly sampled from
the standard normal distribution, shifted, and scaled so that ℜ(z),ℑ(z) ∈ [0, 400] for
each z ∈ X∪Y. See [26, Figure 6.1] for a visualization of the scaled sets. In all of the
following examples, we further scale both sets to observe how the magnitudes of the
B generators behave and how the matrix-vector multiplication results are affected.

Since the wideband FMM matrix has all the U, V generators and translation
matrices T with max-norms bounded by 1, we mainly inspect the impact of the
norms of the B generators. Each table lists the expansion order r, the maximum
value of ∥B∥max for all the B generators (denoted B), and the accuracy of the FMM
matrix-vector multiplication. The accuracy is measured by ∥ϕ̃ − ϕ∥2/∥ϕ∥2, where ϕ
is the result of the direct matrix-vector multiplication in (1.1), while ϕ̃ is the result of
the FMM matrix-vector multiplication via Algorithm 4.1, and q is a random vector
generated from the standard normal distribution. The total number of levels is L = 8.
Each partition at the leaf level contains at mostN0 = 32 points. We use the separation
ratio τ = 0.6 and r = r̃. All the computations are done in Matlab. We run several
tests with different wavenumbers k and scaling of X and Y.

First, Table 6.1 shows some test results with L̃ = 0, i.e., using only expansions
and translation relations based on the low-frequency regime. We observe that B from
the regular FMM grows rapidly as we increase the number of expansion terms r.
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This raises stability risks. Meanwhile, B from the stable FMM is bounded, which is
consistent with our theoretical findings. When r increases beyond a certain number,
it is not surprising that the regular FMM encounters overflow (so some of the entries
under Regular appear as Inf and NaN in Matlab). Even though the regular FMM is
quite accurate for certain r, the method is susceptible to stability issues, as pointed
out in [8, 26]. For example, the accuracy may quickly deteriorate if we recompress or
reorthonormalize some generators in the regular version.

Table 6.1
Comparison of the stable and the regular versions of the wideband FMM, where k = 1 and the

sets 10−10X and 10−10Y are used (i.e., we multiply the sets X and Y by 10−10).

Stable (L̃ = 0) Regular (L̃ = 0)

r B ∥ϕ̃−ϕ∥2

∥ϕ∥2
B ∥ϕ̃−ϕ∥2

∥ϕ∥2

10 1.3376E+1 3.9548E-07 3.6792E+98 3.9548E-07
15 1.3376E+1 1.0273E-08 4.9886E+150 1.0273E-08
20 1.3376E+1 3.3858E-10 3.9286E+203 3.3858E-10
25 1.3376E+1 1.4195E-11 1.1309E+257 1.4195E-11
30 1.3376E+1 1.0863E-12 Inf NaN
35 1.3376E+1 8.3062E-14 Inf NaN
40 1.3376E+1 1.0250E-13 Inf NaN
45 1.3376E+1 1.0399E-13 Inf NaN
50 1.3376E+1 1.0404E-13 Inf NaN

Next, in Table 6.2, we compare the two versions of the wideband FMM with vari-
ous switching levels. One direct observation is that B from the stable wideband FMM
is typically several magnitudes lower than that from the regular wideband FMM. Ad-
ditionally, the regular FMM that relies solely on the high-frequency expansion gives
highly inaccurate results. For the stable wideband FMM, the magnitudes of B are
much smaller. If we take into account of the condition of Lemma 2.8 in setting the
switching level L̃, then the choice of r̃(= r) in the tests cannot be as high as we wish.
For example, with the consideration of all pairwise distance of centers multiplied by
the wavenumber at level 4, Lemma 2.8 dictates that we need to choose r = 10 to
ensure the entrywise magnitudes of the B generators are bounded by

√
4/π. This

may limit the accuracy. On the other hand, if B is allowed to be larger so that larger
r is used, then higher accuracy can be achieved.

We want to point out that the condition in Lemma 2.8 is very conservative,
and leads us to use stable low-frequency expansions at more levels if we want to both
achieve high accuracy and have bounded B. The conservative condition in Lemma 2.8
primarily comes from the challenge in quantifying the behavior of the Hankel function
when its degree is larger than the argument, since it can grow very fast. The authors
of [14] also made a similar remark on the growth of the Hankel function.

When a higher frequency is used, similar results can be observed. See Table 6.3.

7. Conclusions. In this work, we gave a stable matrix version of the wideband
FMM for the 2D Helmholtz kernel. We used some simple properties of Bessel functions
to derive a degenerate expansion of the 2D Helmholtz kernel for the low-frequency
regime and showed a balancing strategy to mitigate the stability risk. We proved the
norm bounds of the low-rank factors. A stable translation relation with balancing was
derived for the low-frequency regime, along with the norm analysis for the translation
operator. An efficient implementation of such a strategy was also discussed.
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Table 6.2
Comparison of the stable and the regular versions of the wideband FMM with different L̃, where

k = 10 and the sets 10−2X and 10−2Y are used (i.e., we multiply the sets X and Y by 10−2).

Stable (L̃ = 0) Regular (L̃ = 0) Regular (L̃ = L)

r B ∥ϕ̃−ϕ∥2

∥ϕ∥2
B ∥ϕ̃−ϕ∥2

∥ϕ∥2
B ∥ϕ̃−ϕ∥2

∥ϕ∥2

10 8.10E-1 3.94E-3 3.76E+08 3.94E-3 3.58E+7 4.88E-3
15 8.10E-1 2.22E-4 5.06E+15 2.22E-4 3.2E+14 8.37E-1
20 8.10E-1 2.22E-6 3.97E+23 2.22E-6 1.94E+22 4.16E+7
25 8.10E-1 4.85E-9 1.14E+32 4.85E-9 4.47E+30 9.47E+15
30 8.10E-1 1.80E-11 9.16E+40 1.80E-11 3.00E+39 1.82E+25
35 8.10E-1 4.99E-13 1.72E+50 4.99E-13 4.86E+48 1.75E+34
40 8.10E-1 2.15E-14 6.72E+59 2.15E-14 1.66E+58 3.25E+44
45 8.10E-1 5.32E-15 4.94E+69 5.32E-15 1.09E+68 9.48E+53
50 8.10E-1 5.28E-15 6.37E+79 5.28E-15 1.26E+78 1.02E+64

r B ∥ϕ̃−ϕ∥2

∥ϕ∥2
B ∥ϕ̃−ϕ∥2

∥ϕ∥2

Stable (L̃ = 4) Regular (L̃ = 4)
10 8.10E-1 4.89E-3 3.76E+8 4.89E-3
15 8.10E-1 1.93E-4 5.06E+15 1.93E-4
20 1.98 2.21E-6 3.97E+23 2.21E-6
25 4.16E+2 5.89E-9 1.14E+32 5.89E-9

Stable (L̃ = 5) Regular (L̃ = 5)
10 8.10E-1 4.88E-3 3.76E+8 4.88E-3
15 5.93E+1 1.93E-4 5.06E+15 1.93E-4

Stable (L̃ = 6) Regular (L̃ = 6)
10 2.75E+1 4.88E-3 3.76E+8 4.88E-3

The stable wideband FMM is developed based on a combination of these tech-
niques for the low-frequency regime and some expansion and translation strategies
for the high-frequency regime. The matrix form is presented in terms of some FMM
generators, including those reflecting basis contributions and translations between ba-
sis contributions. This simple interpretation makes it convenient to understand the
wideband FMM. We further showed that this wideband FMM and is backward stable
in comprehensive stability analysis.

As one possible future direction, we may consider the possibility of obtaining
sharper bounds for the matrix norms discussed in section 5 and for the entries in
Lemma 2.8. This may involve more sophisticated properties of Bessel and Hankel
functions. The stabilization idea in this work may also potentially be extended to the
FMM for the 3D Helmholtz kernel.
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A. Appendix: proofs of Lemmas 2.1 to 2.4.

Proof of Lemma 2.1. We first prove item (i). Suppose z ≥ 1
2 and 0 ≤ p ≤ z.

Since |Hp(z)| < |Hz(z)| for a fixed z > 0 by (2.4), it suffices to show |Hz(z)| <
√

4
π

for z ≥ 1
2 . By Nicholson’s formula [32, Section 13.73 (pg 444), Section 6.15 (pg 172)],

|Hp(z)|2 =
8

π2

∫ ∞

0

∫ ∞

0

e−2z sinh(t) cosh(v) cosh(2pt)dtdv.

Let G(z) be the first derivative of |Hz(z)|2 with respect to z. Then,

G(z) =
16

π2

∫ ∞

0

∫ ∞

0

e−2z sinh(t) cosh(v)(t sinh(2zt)− sinh(t) cosh(2zt) cosh(v))dtdv.

Since for z, v, t > 0, t < sinh(t), sinh(2zt) < cosh(2zt), 1 < cosh(v), and t sinh(2zt) <
sinh(t) cosh(2zt) cosh(v), we have G(z) < 0. Therefore, for z ≥ 1

2 , |Hz(z)|2 <∣∣H1/2 (1/2)
∣∣2 = 4/π.

We then prove item (ii) of Lemma 2.1. Since sinh(t) is convex for all t ∈ [0,∞)
and sinh(0) = 0, we have λ sinh(t) ≥ sinh(λt) for all λ ∈ (0, 1) and all t ∈ [0,∞).
Therefore,

|Hp(λz)|2 =
8

π2

∫ ∞

0

∫ ∞

0

e−2λz sinh(t) cosh(v) cosh(2pt)dtdv
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≤ 8

π2

∫ ∞

0

∫ ∞

0

e−2z sinh(λt) cosh(v) cosh(2pt)dtdv

=
8

π2

∫ ∞

0

∫ ∞

0

1

λ
e−2z sinh(t) cosh(v) cosh

(
2 p
λ t
)
dtdv = λ−1|Hp/λ(z)|2.

The proof is completed.

Proof of Lemma 2.2. We first prove item (i). According to [3, Lemma 4], we have
Yp(z)

Yp+1(z)
< z

p for p ≥ 2 and 0 < z ≤ p. Thus, by (2.6), we have

Cp(z)
Cp+1(z)

=
Yp(z)

√
πp
2

(
ez
2p

)p

Yp+1(z)

√
π(p+1)

2

(
ez

2(p+1)

)p+1
< 2

e

(
1 + 1

p

)p+1
2 ≤ 4

√
2

e .

Next, we prove items (ii) and (iii). Since C ′
p(z) = −

√
πp
2

(
ez
2p

)p (
Y ′
p(z) +

p
zYp(z)

)
,

and the following recurrence relations hold for Bessel functions (see [32, 1]):

Yp−1(z) + Yp+1(z) =
2p
z Yp(z) and Yp−1(z)− Yp+1(z) = 2Y ′

p(z),

we have C ′
p(z) = −

√
πp
2

(
ez
2p

)p
Yp−1(z). So, Cp(z) is a strictly increasing function of z.

According to [1, Section 9.5] or [3, Lemma 1], Yp(z) < 0 for 0 < z ≤ p. It follows that
Cp(z) ≤ Cp(p) = −Yp(p)

√
πp
2

(
e
2

)p ≤ |Hp(p)|
√

πp
2

(
e
2

)p
. This completes the proof.

Proof of Lemma 2.3. Recall that |Jk(kz)| is an increasing function in z if 0 ≤
kz ≤ |k| (see [1, Section 9.5], [32], or [3, Lemma 1]). Thus,

|EJp
r (kz1, kz2)| ≤

∑
|l|≥r or |p+l|≥r

|Jp+l(kzmax)Jl(kzmax)|

≤
∑

|p+l|≥r

|Jp+l(kzmax)|+
∑
|l|≥r

|Jl(kzmax)| = 4

∞∑
l=r

|Jl(kzmax)| .(A.1)

Since |Jp(z)| ≤ (z/2)p/p! for all p ∈ N ∪ {0} and z ≥ 0 (see [32, 1]), we have

∞∑
l=r

|Jl(kzmax)| ≤
∞∑
l=r

1
l!

(
kzmax

2

)l ≤ ∞∑
l=r

1
r!

(
kzmax

2

)r 1
2l−r = 2

r!

(
kzmax

2

)r
for all r ≥ kzmax and (kzmax)

l−r ≤ l!/r!. The proof is completed.

Proof of Lemma 2.4. Note that |Jp(z)| ≤ |Yp(z)| and |Hp(z)| ≤
√
2|Yp(z)| for

all 0 < z ≤ p. Additionally, |Jp(z)| ≤ (z/2)p/p! ≤ (2πp)−1/2(ez)p(2p)−p for all
p ∈ N ∪ {0} and z ≥ 0 (see [32, 1]). Thus, we have

|EH0
r (kw, kt)| ≤ 2

∞∑
l=r

∣∣Hl

(
ktmax

τ

)
Jl(ktmax)

∣∣ ≤ 2
√
2

∞∑
l=r

∣∣Yl ( ktmax

τ

)
Jl(ktmax)

∣∣
≤ 2
√
2

∞∑
l=r

Cl

(
ktmax

τ

)√
2
πl

(
2lτ

ektmax

)l
1√
2πl

(
ektmax

2l

)l
≤ 2

√
2

πr

∞∑
l=r

Cl

(
ktmax

τ

)
τ l ≤ 2

√
2

πr
τr

1−τCr

(
ktmax

τ

)
,

where we used (2.6) in the third line and the fact that Cp(z) > Cp+1(z) for all p ≥ 2
and p ≥ z > 0 (see the remark before Lemma 2.2).
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